Competition between Growths Governed by Bernoulli Percolation
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Abstract. We study a competition model on \(\mathbb{Z}^d_+\) where the two infections are driven by supercritical Bernoulli percolation processes with distinct parameters \(p\) and \(q\). We prove that, for any \(q\), there exist at most countably many values of \(p < \min \{q, \overline{p_c}\}\) such that coexistence can occur. As a key step, we show that the norm associated to the chemical distance in supercritical Bernoulli percolation is strictly decreasing on \((\overline{p_c}, \overline{p_c})\).
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1. Introduction

Consider two infections, say blue and yellow, which attempt to conquer, in discrete time, the space \(\mathbb{Z}^d_+\). At time 0, all sites are empty but two: one is active blue, source of the blue infection, the other one is active yellow, source of the yellow infection. To evolve from time \(t\) to time \(t+1\), the process is governed by the following rules. Each infection is only transmitted by active sites of its color to empty sites. Each active site tries to infect each of its empty neighbors, and succeeds with probability \(p_b\) or \(p_y\), according to its color, blue or yellow. In case of success, the non-occupied site becomes an active site with the color of the infection; otherwise, it remains empty. In any case, the active site becomes a passive site of the same color, and can not transmit any infection anymore. Moreover, we make the following assumptions:
• the success of each attempt of contamination at a given time does not depend on the past,

• the successes of simultaneous attempts of contamination are independent.

The first point allows a modelization of this competition model by a homogeneous Markov chain while Markov chains satisfying the second point are sometimes called Probabilistic Cellular Automata (PCA). Note that if the two initial sources are at an odd \( \| \cdot \|_1 \)-distance from each other, no empty site will be infected at the same time by the two distinct infections. To extend the definition of the model to more general initial configurations, we will add some extra rules in the next section.

Thus the two infections compete to invade space: once a site is colored, it keeps its color for ever and cannot be used by the other infection as a transmitter. As in other competition models, it is natural to ask whether coexistence, i.e. unbounded growth of the two infections, can occur.

We will soon see — in Subsection 2.2 — that this competition model corresponds in fact to the competition model where the blue — resp. yellow — infection progresses like first-passage percolation (with deterministic passage times identically equal to 1) on the Bernoulli percolation cluster with parameter \( p_b \) — resp. \( p_y \) — containing the blue — resp. yellow — source. As usually, \( p_c = p_c(d) \) denotes the critical probability of Bernoulli percolation on the bonds of \( \mathbb{Z}^d \) and \( \overline{p}_c = \overline{p}_c(d) \) the critical probability in the oriented setting. Thus, if \( p_b < p_c \) — resp. \( p_y < p_c \) — then with probability one the blue — resp. yellow — infection dies out, on its own. We will then only consider the case where each infection has a parameter larger than \( p_c \).

On the other hand, we can see that if both \( p_b \) and \( p_y \) exceed \( \overline{p}_c \), then coexistence always has a strictly positive probability. Consider for a moment a single blue infection with parameter \( p_b \). If a site \( x \) is in the oriented percolation cluster of the blue source \( s_b \), then its time of infection is exactly equal to the minimal possible time \( \| x - s_b \|_1 \), and if \( p_b \) exceeds \( \overline{p}_c \), there is a strictly positive probability that the oriented percolation cluster of \( s_b \) is infinite: it then looks like a cone. As our infection model is not oriented, there are \( 2^d \) such percolation cones, one in each quadrant of the space. Coming back to the competition model with any two distinct initial sources, and assuming that both \( p_b \) and \( p_y \) exceed \( \overline{p}_c \), we can find two percolation cones, one issued from each source, that do not intersect, and thus both blue and yellow infections can simultaneously grow unboundedly with a strictly positive probability.

We thus propose the following conjecture:

**Conjecture 1.1.** If \( p_b = p_y > p_c \), then coexistence occurs with positive probability, while if \( p_b \neq p_y \) and at least one of them is strictly smaller than \( \overline{p}_c \) then coexistence cannot occur.
Figure 1. Bernoulli competition in a $4000 \times 4000$ grid.

The coexistence statement of the conjecture has already been proved in a previous paper of the authors [9]. To precise the second part, and before stating the corresponding main result of this paper, we would like to recall the state of the art in competition problems of this type. A very natural way to obtain a competition model is to extend some well understood one-type interacting particle system in such a way that each infection behaves like the one-type model does in each region where only one of both types is present. Some famous one-type interacting particle systems have been considered: the contact process by Neuhauser [19], the Richardson model by Häggström and Pemantle [14, 15], or by another way by Kordzakhia and Lalley [17], Deijfen’s continuous version of Richardson model [4] by Deijfen, Häggström and Bagley [3] and Deijfen and Häggström [5]. Each of these models actually corresponds to a family of stochastically comparable processes indexed by a continuous parameter and it is natural to ask if coexistence is possible when the two infections are governed by the same parameter — resp. by different parameters. Note that in all these models, the stochastically comparable processes are governed by exponential families. The following dichotomy seems to emerge.

(1) Either the two infections have the same strength, or same speed of propagation. In this case, coexistence occurs with positive probability: it has been proved at first for the two-type Richardson model when $d = 2$ by Häggström and Pemantle [14] and then extended by Garet and Marchand [9] for a wide class of first-passage percolation models, including the percolation model that is studied here. An alternative proof is also given by Hoffman [16]. Similarly, Deijfen and Häggström [5] proved the possibility of coexistence for Deijfen’s continuous version of Richardson model.
The same result is also proved by Kordzakhia and Lalley [17] for their own extension of Richardson model. Nevertheless, their proof is conditioned by a difficult and reasonable conjecture on the curvature properties of the asymptotic shape for Richardson model.

(2) Or one infection is stronger — or faster than the other one. It is then conjectured that coexistence is not possible. The first and famous result in this direction was done by Häggström and Pemantle [15]: they proved that for their model, coexistence is not possible, except perhaps for a denumerable set for the ratio of the speeds. The result of Deijfen, Häggström and Bagley [3] is submitted to the same irritating restriction rule.

For our model, we prove, in this paper, the similar following result. By symmetry, we will assume from now on that the blue infection is stronger, i.e. $p_b \geq p_y$.

**Theorem 1.1.** Let $p_b > p_c$ be fixed: there exists a denumerable set $Bad \subset [p_c, \overline{p}_c)$ such that for each $p_y \in [0, \min\{p_b, \overline{p}_c\}) \setminus Bad$, the probability that both infections grow infinitely is null.

Before commenting this result, and to complete the survey, let us mention the recent paper by Deijfen and Häggström [6], where they exhibit graphs where coexistence occurs for several values for the ratio of the speeds. This should prevent researchers from unsuccessful attempts to fill the gap with the only help of stochastic comparisons.

In its main lines, the present paper follows the strategy initiated by Häggström and Pemantle [15], but it has to overcome some extra difficulties. Our model also depends on one simple parameter — the parameter of the related Bernoulli percolation — which allows coupling and stochastic comparisons. However, note that:

- The memoryless properties of the exponential laws are lost: one active site tries to infect an empty neighbor only once.

- Remember that if $X$ has an exponential law with parameter $1$, then $\lambda X$ has an exponential law with parameter $1/\lambda$. Thus the asymptotic shape for exponential passage times with parameter $\lambda$ is the image of the asymptotic shape for exponential passage times with parameter $1$ by the homothety with ratio $\lambda$. In our model, these scaling properties are lost: asymptotic shapes corresponding to different values of the parameter are not homothetic anymore.

The paper is organized as follows. First, in Section 2, we describe precisely the PCA underlying this competition process, exhibit its reformulation in terms of Bernoulli percolation, and give some related coupling properties and stochastic comparison results. Then, Section 3 gives a primer of results concerning
Bernoulli percolation with parameter $p$ and the related chemical distance $D_p$: when $x$ and $y$ are in the same open cluster, the chemical distance $D_p(x, y)$ between $x$ and $y$ is the number of edges of the shortest open path between $x$ and $y$. When $p > p_c$, it can be shown that the chemical distance $D_p$ asymptotically looks like a norm $\| \cdot \|_p$:

$$\lim_{\|x\|_p \to \infty} 1\{0 \xrightarrow{p_x} x\} \left( \frac{D_p(0, x)}{\|x\|_p} - 1 \right) = 0 \quad \text{P-a.s.}$$

In Section 3, we recall the precise convergence result of the chemical distance in Bernoulli percolation with supercritical parameter $p$ to this norm $\| \cdot \|_p$, and an associated large deviation result.

The first key point of the proof of the main result is the strict comparison of the norms associated to the asymptotic behavior of chemical distance in Bernoulli percolation with different parameters, which will replace the homothetic properties of asymptotic shapes in the case of exponential laws. Section 4 is devoted to the proof of this result:

**Proposition 1.1.** Assume that $p_c < p < \overline{p_c}$ and $p < q \leq 1$. There exists a positive constant $C_{p,q} < 1$ such that

$$\forall x \in \mathbb{R}^d \quad \|x\|_q \leq C_{p,q} \|x\|_p.$$ 

Although the large comparison $\|x\|_q \leq \|x\|_p$ is quite natural, the strict comparison will be necessary to ensure, roughly speaking, that in every direction, the stronger infection can take a real advantage and grow strictly faster than the other one.

The second key step is to prove that when coexistence occurs, the global growth of the infected sites is governed by the norm of the weaker infection: denote by $\eta(t)$ the set of already infected sites at time $t$ and $\|A\|_p = \sup \{\|x\|_p : x \in A\}$. Then

**Proposition 1.2.** Let $p$ and $q$ be such that $p_c < q \leq 1$ and $0 < p < \min\{q, \overline{p_c}\}$. On the event “the weak infection survives”, we almost surely have:

$$\lim_{t \to +\infty} \frac{|\eta(t)|_p}{t} \leq 1.$$ 

The proof of this proposition — in fact the core of the paper — is given in Section 5. It relies both on the previous proposition and on the large deviation result on the set of infected points with respect to the asymptotic shape in the corresponding one infection model which is recalled in Section 3.

Finally, in Section 6, we collect all these results to prove the main theorem via coupling results that are in the spirit of Häggström and Pemantle’s work [15].
2. The competition model

This section has several goals:

- To complete the progression rules exposed in the introduction and to define the model for general initial configurations. This will correspond to the artificial introduction of green sites.

- To define the PCA by describing the transition matrix of the homogeneous Markov chain in terms of local rules.

- To give an alternative description (2.3) in terms of Bernoulli percolation and chemical distance and to prove the equivalence between the two definitions in Lemma 2.1. This definition will be the one used in the next sections.

- Use this last definition to give monotonicity properties in Lemma 2.2 and comparison properties between the one-type growth and the two-types growth models in Lemma 2.3.

Remember that \( p_y \leq p_b \), which means that the blue infection is stronger than the yellow one. To complete the description of the model, let us first describe the interface between the two infections via the introduction of green sites. A green site is to be understood as a superposition of a blue site and a yellow site. To be coherent with the previous rules, we assume that an active green site transmits to each of its empty neighbors either both infections with probability \( p_y \), or only the blue infection with probability \( p_b - p_y \), or fails in its infection attempts with probability \( 1 - p_b \); it then becomes a passive green site. Note that this rule is quite arbitrary. The necessary part is that a green site transmits to one of its neighbor a yellow — resp. blue — infection with probability \( p_y \) — resp. \( p_b \) — and we choose the coupling between these two transmissions to simplify some coupling in the sequel, but it has no real influence on the behavior of the model.

To determine the state at time \( t + 1 \) of a site \( x \) which is empty at time \( t \), we then check the types of infections that are transmitted to it: either they are all of the same color, blue or yellow, and \( x \) becomes an active site of this color, or they are of both colors, and \( x \) becomes an active green site, or no infection is transmitted to \( x \), which then remains empty. We can now give the formal definition of the PCA.

2.1. Definition of the Probabilistic Cellular Automata (PCA)

Definition of the graph \( L^d_+ \)

We endow the set \( \mathbb{Z}^d_+ \) with the set of edges \( E^d \) between sites of \( \mathbb{Z}^d_+ \) that are at distance 1 for the Euclidean distance: the obtained graph is denoted by \( L^d_+ \).
Two sites $x$ and $y$ that are linked by an edge are said to be *neighbors* and this relation is denoted by $x \sim y$.

**State space**

Let us introduce the set $S = \{0, b, y, g, b^*, y^*, g^*\}$ of possible states of a site: 0 is the state of an empty site, $b, y, g$ — corresponding respectively to colors blue, yellow and green — the states of active sites, and $b^*, y^*, g^*$ the states of passive colored sites.

In the sequel, we will restrict our Markov chain to start from a configuration with a finite number of colored sites, whence the only configurations appearing during the whole process will also have a finite numbers of colored sites. Our Markov chain will thus live in the following denumerable state set:

$$S^{(\mathbb{Z}_+^d)} = \{\xi \in S^{\mathbb{Z}_+^d} : \exists \Lambda \text{ finite, } \xi_x = 0 \text{ for } x \in \mathbb{Z}_+^d \setminus \Lambda\}. $$

**Local rules**

To complete the definition of the Markov chain, it only remains to define its transition probabilities, via *local rules*, describing the evolutions of the infections exposed in the introduction. Define, for $c \in A = \{b, y, g\}$, the number $n_\xi^x(c)$ of active neighbors with color $c$ of the site $x \in \mathbb{Z}_+^d$ in the configuration $\xi \in S^{(\mathbb{Z}_+^d)}$:

$$n_\xi^x(c) = |\{y \in \mathbb{Z}_+^d : x \sim y \text{ and } \xi_y = c\}|,$$

and define the probability $p_\xi^x(c, \hat{c})$ that the site $x \in \mathbb{Z}_+^d$, in the configuration $\xi \in S^{(\mathbb{Z}_+^d)}$, swaps from color $c$ to color $\hat{c}$:

- If $x$ is an empty site, i.e. if $\xi_x = 0$, set:
  $$\begin{cases}
  p_\xi^x(0, 0) = (1 - p_b)n_\xi^x(b) + n_\xi^x(g)(1 - p_y)n_\xi^x(y) \\
  p_\xi^x(0, y) = (1 - p_b)n_\xi^x(b) + n_\xi^x(g)[1 - (1 - p_y)n_\xi^x(y)] \\
  p_\xi^x(0, b) = [1 - (1 - p_b)n_\xi^x(b)](1 - p_y)n_\xi^x(g) + (1 - p_b)n_\xi^x(b)(1 - p_y)n_\xi^x(y)[1 - (1 - p_b + p_y)n_\xi^x(g)] \\
  p_\xi^x(0, g) = 1 - p_\xi^x(0, 0) - p_\xi^x(0, y) - p_\xi^x(0, b).
  \end{cases}$$

- If $x$ is an active site, it becomes passive: for all $c \in A$, $p_\xi^x(c, c^*) = 1$.
- If $x$ is a passive site, it remains passive: for all $c \in A$, $p_\xi^x(c^*, c^*) = 1$.
- In any other case, the probability is null.
Transition probabilities

We can then define the following transition probabilities on the state set $S^{(Z^d_+)}$:

$$p(\xi^1, \xi^2) = \prod_{x \in Z^d_+} P^x_x(\xi^1_x, \xi^2_x). \quad (2.1)$$

Note that the number of terms that differ from 1 is finite: the previous product is thus convergent.

2.2. Realization of the Markov chain via Bernoulli percolation

The aim of this part is to link this PCA with some natural Bernoulli percolation structures on $Z^d_+$, and to give an alternative description of the model in terms of random sets and of a specific first-passage percolation model. We begin with some classical notations of Bernoulli percolation on $Z^d$.

Bernoulli percolation

On the set $\Omega = [0,1]^{E^d}$ endowed with its Borel $\sigma$-algebra, consider the probability measure $P = \text{Unif } [0,1]^{E^d}$. For each $p \in [0,1]$ and $\omega \in \Omega$, we denote by $G_p(\omega)$ the subgraph of $L^d_+$ whose bonds $e$ are $p$-open, which means that they are such that $\omega_e \leq p$.

For $A \subset Z^d_+$ and $p \in [0,1]$, we also denote

$$\partial_p A(\omega) = \{ y \in Z^d_+ \setminus A : \exists x \in A, \{x, y\} \in G_p(\omega) \}. \quad (2.2)$$

On this probability space, we now define a homogeneous Markov chain $(X_t)_{t \geq 0}$ with values in $S^{Z^d_+}$ and with transition probabilities as in (2.1).

Definition of the process

Let $\xi^0 \in S^{Z^d_+}$ be a fixed initial configuration. We define

$$A_0 = \{ x \in Z^d : \xi^0_x = \{b, g\} \} \quad \text{and} \quad A_0^y = \{ x \in Z^d : \xi^0_x = \{y, g\} \},$$

$$B_0 = \{ x \in Z^d : \xi^0_x = \{b, g, b^*, g^*\} \} \quad \text{and} \quad B_0^y = \{ x \in Z^d : \xi^0_x = \{y, g, y^*, g^*\} \}.$$

Note that by intersection and difference, we can exactly recover through these four sets the whole configuration $\xi^0$.

Let $0 \leq p_b \leq 1$, and consider a Bernoulli configuration $\omega \in \Omega$, which will give the evolution rules of the process. An infection can only travel from an active site of the corresponding color to an empty site, via an edge which is $p$-open in $\omega$ for the parameter $p$ associated to this infection, i.e. either $p_b$...
or \(p_b\). As before, an active green site is to be imagined as a superposition of an active yellow site and an active blue site. So, if \(e\) is an edge between an active green site and an empty site, then three cases arise: if \(0 \leq \omega_e \leq p_y\) then \(e\) will transmit to \(x\) both infections, if \(p_y \leq \omega_e \leq p_b\) then \(e\) will only transmit to \(x\) the blue infection, while if \(p_b \leq \omega_e\) then no infection will travel through \(e\) to \(x\).

To determine the state at time \(t + 1\) of an empty site \(x\) at time \(t\), we look simultaneously at all edges between active sites at time \(t\) and \(x\): if all these edges transmit the same infection — blue or yellow — then \(x\) takes this color and becomes active, if these edges transmit infections of the two different types, then \(x\) becomes green and active, and otherwise, \(x\) remains empty. Active sites at time \(t\) become passive sites of the same color at time \(t + 1\). These rules are translated in the following recursive definitions:

\[
A_{t+1}^x(\omega) = \partial p_y A_t^y(\omega) \setminus (B_t^b(\omega) \cup B_t^y(\omega)), \\
B_{t+1}^x(\omega) = B_t^y(\omega) \cup A_{t+1}^y(\omega) = B_t^y(\omega) \cup (\partial p_y B_t^y(\omega) \setminus B_t^b(\omega)), \\
A_{t+1}^b(\omega) = \partial p_b A_t^b(\omega) \setminus (B_t^b(\omega) \cup B_t^y(\omega)), \\
B_{t+1}^b(\omega) = B_t^b(\omega) \cup A_{t+1}^b(\omega) = B_t^b(\omega) \cup (\partial p_b B_t^b(\omega) \setminus B_t^y(\omega)).
\]

The set \(A_t^b\) (resp. \(A_t^y\)) is the set of active sites at time \(t\) that are either blue or green (resp. yellow or green), while \(B_t^b\) (resp. \(B_t^y\)) is the set of sites at time \(t\) that are either blue or green (resp. yellow or green). Note that by these definitions, a given site can be active at one time at most. We define then, for every \(t \geq 0\), the value of the process \(X_t\) at time \(t\) as the element of \(S^{\mathbb{Z}_+^d}\) encoded by the four random sets \(A_t^y, B_t^y, A_t^b\) and \(B_t^b\).

**Lemma 2.1.** The process \((X_t)_{t \geq 0}\) is a homogeneous Markov chain governed by the transition probabilities defined in (2.1).

**Proof.** Fix \(\xi_B \in S^{\mathbb{Z}_+^d}\), and define \(A_0^b, A_0^y, B_0^b\) and \(B_0^y\) as previously.

The only point is to prove that \((X_t)_{t \geq 0}\) is a homogeneous Markov chain, the identification of the transition probabilities is clear by construction. The ideas of the proof stay in the following easy remarks:

- During the process, any site can only be active at one time at most.
- Suppose that at time \(t\), the process is in state \(\xi\). To decide in which state it will switch at time \(t + 1\), the only edges that are to be examined are the ones between an active site and an empty site in \(\xi\).
- Thus, during the process, each edge is examined only once at most.

So knowing the present, the past will not affect the future. In the rest of the proof, we try to turn this crude argument into a more rigorous one.
In order to define the four random sets at time \( t + 1 \) from \( \omega \) and from the four random sets at time \( t \), we introduce the two following functions: for any subsets \( A, B, C \) of \( \mathbb{Z}^d \), any Bernoulli configuration \( \omega \in \Omega \) and any probability \( 0 \leq p \leq 1 \), set

\[
F(p, \omega, A, B, C) = \partial_p A(\omega) \setminus (B \cup C),
\]
\[
G(p, \omega, A, B) = A \cup (\partial_p A(\omega) \setminus B).
\]

Then, the previous definitions are equivalent to:

\[
\begin{align*}
A_{t+1}^y(\omega) &= F(p_y, \omega, A_t^y(\omega), B_t^y(\omega), B_t^b(\omega)), \\
B_{t+1}^y(\omega) &= G(p_y, \omega, B_t^y(\omega), B_t^b(\omega)), \\
A_{t+1}^b(\omega) &= F(p_b, \omega, A_t^b(\omega), B_t^y(\omega), B_t^b(\omega)), \\
B_{t+1}^b(\omega) &= G(p_b, \omega, B_t^y(\omega), B_t^b(\omega)),
\end{align*}
\]

which is equivalent to say that \((X_t)_{t \geq 0}\) satisfies a recurrence formula of the type \( X_{t+1} = f(X_t, \omega) \), where the function \( f \) can be expressed in terms of the two functions \( F \) and \( G \).

To obtain the canonical Markov Chain representation \( X_{t+1} = f(X_t, \omega^{t+1}) \), we are going to build a coupling between a random variable uniformly distributed on \( \Omega \) and an independent and identically distributed sequence \((\omega^t)_{t \geq 1}\) with the same law. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and let \((\omega^t)_{t \geq 1}\) be a sequence of independent \([0, 1]^\mathbb{E}^d\)-valued random variables with \( \text{Unif}([0, 1])^{\otimes \mathbb{E}^d} \) as common law. We define \( A_0^y, A_0^b, B_0^y \) and \( B_0^b \) exactly as previously. But now, we set recursively:

\[
\begin{align*}
A_{t+1}^y &= F(p_y, \omega^{t+1}, A_t^y, B_t^y, B_t^b) \quad \text{and} \quad B_{t+1}^y = G(p_y, \omega^{t+1}, B_t^y, B_t^b), \\
A_{t+1}^b &= F(p_b, \omega^{t+1}, A_t^b, B_t^y, B_t^b) \quad \text{and} \quad B_{t+1}^b = G(p_b, \omega^{t+1}, B_t^y, B_t^b).
\end{align*}
\]

Note that these four sets are measurable with respect to the \( \sigma \)-algebra generated by \((\omega^1, \ldots, \omega^{t+1})\). Let \( \tilde{\omega}^0 \) be a random variable defined on \((\Omega, \mathcal{F}, \mathbb{P})\), with law \( \text{Unif}([0, 1])^{\otimes \mathbb{E}^d} \), and independent of the sequence \((\omega^t)_{t \geq 1}\), and define \((\tilde{\omega}^t)_{t \geq 0}\) recursively as follows: for any edge \( e = \{x, y\} \in \mathbb{E}^d \), set

\[
\tilde{\omega}_{e+t}^{t+1} = \begin{cases} 
\omega_{e+t}^{t+1} & \text{if } x \in (A_t^y \cup A_t^b) \text{ and } y \notin (B_t^y \cup B_t^b), \\
\tilde{\omega}_{e}^{t+1} & \text{otherwise}.
\end{cases}
\]

By natural induction, we prove that the law of \( \tilde{\omega}^t \) under \( \tilde{\mathbb{P}} \) is \( \text{Unif}([0, 1])^{\otimes \mathbb{E}^d} \). By construction, each edge \( e \) writes \( e = \{x, y\} \) with \( x \in (A_t^y \cup A_t^b) \) and \( y \notin (B_t^y \cup B_t^b) \) for at most one value of \( t \). It follows that the sequence \((\tilde{\omega}^t)_{t \geq 0}\) converges in the product topology to a limit that we denote \( \tilde{\omega}^\infty \). Since the law of \( \tilde{\omega}^t \) under \( \tilde{\mathbb{P}} \) is \( \text{Unif}([0, 1])^{\otimes \mathbb{E}^d} \), it follows that the law of \( \tilde{\omega}^\infty \) under \( \tilde{\mathbb{P}} \) is also \( \text{Unif}([0, 1])^{\otimes \mathbb{E}^d} \).
Now, it is not difficult to see that the sequence \((X_t)_{t \geq 0}\) defined from \(\tilde{\omega}^\infty\) as previously, satisfies the recurrence formula \(X_{t+1} = f(X_t, \tilde{\omega}^\infty)\), but also \(X_{t+1} = f(X_t, \omega^{t+1})\), which proves that \((X_t)_{t \geq 0}\) is a homogeneous Markov chain. \(\Box\)

\[\text{2.3. Monotonicity properties and notations}\]

From now on, we will denote by \((X^\xi_{t}^{p,q})_{t \geq 0}\) the competition process where

- \(\xi \in S(\mathbb{Z}^d)\) is the initial configuration: \(X^{\xi}_{0}^{p,q} = \xi\),
- \(0 \leq p \leq q \leq 1\): the weakest (also called yellow) infection uses parameter \(p\) while the strongest (also called blue) uses \(q\).

The corresponding random sets are now denoted by:

\[
\begin{align*}
&\eta^1_{\xi,p,q}(t) = \{ x \in \mathbb{Z}^d : X^\xi_{t}^{p,q}(x) \in \{y, y^*, g, g^*\} \}, \\
&\eta^2_{\xi,p,q}(t) = \{ x \in \mathbb{Z}^d : X^\xi_{t}^{p,q}(x) \in \{b, b^*, g, g^*\} \}.
\end{align*}
\]

Thus for \(t \geq 1\), they are also defined by the following recursive rules — remember that the notation \(\partial_p\) was defined in (2.2):

\[
\begin{align*}
&\eta^1_{\xi,p,q}(t) = \eta^1_{\xi,p,q}(t - 1) \cup (\partial_p \eta^1_{\xi,p,q}(t - 1) \setminus \eta^2_{\xi,p,q}(t - 1)), \\
&\eta^2_{\xi,p,q}(t) = \eta^2_{\xi,p,q}(t - 1) \cup (\partial_q \eta^2_{\xi,p,q}(t - 1) \setminus \eta^1_{\xi,p,q}(t - 1)).
\end{align*}
\]  

This particular realization of our competition process will be used in the sequel of the paper, because of its coupling and monotonicity properties. Note that the function \(G\) introduced in the proof of Lemma 2.1 is non-decreasing in \(p\) and \(A\), and non-increasing in \(B\). As it defines the random sets at time \(t + 1\) from the random sets at time \(t\), this implies in particular that:

**Lemma 2.2.**

- \(\eta^1_{\xi,p,q}(t + 1)\) is non-decreasing in \(p\) and non-increasing in \(q\),
- \(\eta^2_{\xi,p,q}(t + 1)\) is non-decreasing in \(q\) and non-increasing in \(p\).

The next lemma is trivial, but it is an illustration of the fundamental role played by the chemical distance in Bernoulli percolation in our analysis of this competition model: it says that the set of sites infected by any of the two infections at time \(n\) can be compared with the single weaker infection.
Lemma 2.3. Let us define, for any $0 \leq p \leq 1$ and any $s \in \mathbb{Z}_d^+$, the process $(B^s_p(t))_{t \in \mathbb{Z}_+}$ by:

$$B^s_p(0) = \{s\} \quad \text{and} \quad \forall t \geq 0, \quad B^s_p(t + 1) = B^s_p(t) \cup \partial_p B^s_p(t).$$

Let $s_1$ and $s_2$ be two distinct sites of $\mathbb{Z}_d^+$ and $\xi$ be the element of $S^{2d_+}$ where all sites are empty, but $\xi_{s_1} = y$ and $\xi_{s_2} = b$. Suppose that $0 \leq p \leq q \leq 1$. Then

$$\forall t \in \mathbb{Z}_+, \quad \left\{ \begin{array}{ll}
B^s_1(t) \subset \eta^1_{\xi,p,q}(t) \cup \eta^2_{\xi,p,q}(t), \\
\eta^1_{\xi,p,q}(t) \subset B^s_1(t) \quad \text{and} \quad \eta^2_{\xi,p,q}(t) \subset B^s_2(t).
\end{array} \right.$$ 

It is easy to see that $B^s_p(t) = \{x \in \mathbb{Z}_d^+ : D_p(s,x) \leq t\}$, where $D_p(x,y)$ is the number of edges of the shortest $p$-open path from $x$ to $y$, that is, the chemical distance between $x$ and $y$. Note that the inclusion $\eta^1_{\xi,p,q}(t) \subset B^s_1(t)$ implies that if $p < p_c$, then the infection with parameter $p$ almost surely dies out.

The description (2.3) of the competition model leads us to recall notations and results about chemical distance in Bernoulli percolation.

3. Chemical distance in Bernoulli percolation

In this section, we recall results concerning chemical distance in supercritical Bernoulli percolation:

- almost-sure convergence results (3.1) and (3.2) of the chemical distance to a deterministic norm,
- large deviations inequalities (3.3) and (3.4) associated to this convergence,
- classical estimates (3.5) and (3.6) on the geometry of clusters.

We first complete the notations introduced at the beginning of Subsection 2.2: the connected component of the site $x$ in the random graph $\mathcal{G}_p$ is denoted by $C_p^x$, and the event that two sites $x$ and $y$ are in the same connected component of this graph is denoted by $x \leftrightarrow_p y$. Bernoulli percolation is in particular famous for its phase transition: there exists $0 < p_c = p_c(d) < 1$ such that

- if $p < p_c$, then with probability 1, the random graph $\mathcal{G}_p$ has only finite connected components,
- if $p > p_c$, then with probability 1, the random graph $\mathcal{G}_p$ has at least one infinite connected component, which is moreover almost surely unique and denoted by $C_p^\infty$. 

A path is a sequence $\gamma = (x_1, e_1, x_2, e_2, \ldots, x_n, e_n, x_{n+1})$ such that $x_i$ and $x_{i+1}$ are neighbors and $e_i$ is the edge between $x_i$ and $x_{i+1}$. We will also sometimes describe $\gamma$ only by the vertices it visits $\gamma = (x_1, x_2, \ldots, x_n, x_{n+1})$ or by its edges $\gamma = (e_1, e_2, \ldots, e_n)$. The number $n$ of edges in $\gamma$ is called the length of $\gamma$ and is denoted by $|\gamma|$. A path is said to be $p$-open in the configuration $\omega$ if all its edges are $p$-open in $\omega$. The chemical distance $D_p$ is the usual graph distance in $G_p$:

$$\forall x, y \in \mathbb{Z}^d, \quad D_p(x, y) = \inf \{|\gamma| : \gamma \text{ $p$-open path between } x \text{ and } y\}.$$ 

We also define the random balls associated to this random distance:

$$\forall x \in \mathbb{Z}^d, \forall t \geq 0, \quad B^x_p(t) = \{y \in \mathbb{Z}^d : D_p(x, y) \leq t\}.$$ 

The formulation in terms of random distance comes from classical first-passage percolation, and indeed, this model can be seen as i.i.d. first-passage percolation, where the passage-time of an edge takes value 1 with probability $p$ and value $1 - p$. An asymptotic shape result is also available for this model: in a previous paper [10], we proved the existence of a deterministic norm $\| \cdot \|_p$ on $\mathbb{R}^d_+$ such that $B^x_p(t)/t$ converges to the unit ball for $\| \cdot \|_p$ on the event $\{0 \xrightarrow{p} \infty \} = \{0 \in C_p^\infty \}$, for the Hausdorff distance between two non empty compact subsets of $\mathbb{R}^d_+$. For $x \in \mathbb{R}^d_+$ and $t \geq 0$, first define the deterministic balls associated to the norm $\| \cdot \|_p$:

$$B^x_p(t) = \{y \in \mathbb{R}^d : \|x - y\|_p \leq t\}.$$ 

The Hausdorff distance between two non empty compact subsets $A$ and $B$ of $\mathbb{R}^d_+$ is defined by

$$\mathcal{D}(A, B) = \inf \{t \geq 0 : A \subset B + B_p^0(t) \text{ and } B \subset A + B_p^0(t)\}.$$ 

Note that the equivalence of norms on $\mathbb{R}^d_+$ ensures that the topology induced by this Hausdorff distance does not depend on the choice of the norm $\| \cdot \|_p$.

The convergence result writes then: for every $p > p_c(d)$, we have

- Existence of an asymptotic speed (Lemma 5.7 in [10]):

$$\lim_{\|x\|_p \to \infty} 1\{0 \xrightarrow{p} x\} \left(\frac{D_p(0, x)}{\|x\|_p} - 1\right) = 0, \quad \text{P-a.s.} \quad (3.1)$$

- Asymptotic shape result (Theorem 5.3 and Corollary 5.4 in [10]).

If $\overline{\mathcal{P}}_p(A) = P(A \mid 0 \xrightarrow{p} \infty)$, then

$$\lim_{t \to +\infty} \mathcal{D}\left(\frac{B^0_p(t)}{t}, B_p^0(1)\right) = 0, \quad \overline{\mathcal{P}}_p\text{-a.s.} \quad (3.2)$$
In the sequel, we will also use a corollary of these results. For $A \subset \mathbb{Z}^d_+$, we write

$$|A|_p = \sup\{\|x\|_p : x \in A\} \text{ and } |A|_{*p} = \inf\{\|x\|_p : x \in C^\infty_p \setminus A\}.$$

Lemma 3.1. Let $p > p_c(d)$. On the event \{a \in C^\infty_p \}, we have $\mathbb{P}$ almost surely:

$$\frac{|B^a_p(t)|_p}{t} \rightarrow 1 \text{ and } \frac{|B^a_p(t)|_{*p}}{t} \rightarrow 1.$$  

Proof. The identities $\lim_{t \to +\infty} |B^a_p(t)|_p/t = 1$ and $\lim_{t \to +\infty} |B^a_p(t)|_{*p}/t \leq 1$ are obvious consequences of (3.2). It remains to show that for each $\delta > 0$,

$$\mathbb{P}\left(\frac{|B^a_p(t)|_{*p}}{t} \leq 1 - \delta \text{ i.o.}\right) = 0.$$

Suppose $|B^a_p(t)|_{*p}/t \leq 1 - \delta$ i.o.: there exist sequences $(x_n)_{n \geq 1}$ and $(t_n)_{n \geq 1}$, with $x_n \in C^\infty_p$, $\|x_n\|_p \leq t_n(1 - \delta)$, $D_p(0, x_n) \geq t_n$ and $t_n \to +\infty$. The sequence $(x_n)_{n \geq 1}$ is necessary unbounded, otherwise there would exist a limiting value $x$ with $D_p(0, x) = +\infty$ and $x \in C^\infty_p$, which is not possible. It follows that there exist infinitely many $x \in C^\infty_p$ with $D_p(0, x) \geq (1 + \delta)\|x\|_p$. By (3.1), this happens with a null probability. \hfill \Box

As a direct consequence of these convergence results and of the coupling identity

$$(q \geq p) \implies (D_q(0, nx)1\{0 \overset{p}{\rightarrow} nx\} \leq D_p(0, nx)1\{0 \overset{p}{\rightarrow} nx\}),$$

we obtain the natural large comparison between norms for different parameters. It will be improved in Section 4 to prove Proposition 1.1.

Lemma 3.2. If $p_c(d) < p \leq q \leq 1$, then for every $x \in \mathbb{R}^d_+$, $\|x\|_q \leq \|x\|_p$.

In another paper [8], we gave further information on the speed of convergence by establishing the following large deviation inequalities corresponding to the previous convergence results: for every $p > p_c(d)$, for every $\varepsilon > 0$, we have:

- Directional large deviation result.

$$\lim_{\|x\|_1 \to +\infty} \frac{1}{\|x\|_1} \ln \mathbb{P}\left(0 \overset{p}{\rightarrow} x, \frac{D_p(0, x)}{\|x\|_p} \not\in (1 - \varepsilon, 1 + \varepsilon)\right) < 0.$$  \hfill (3.3)

- Shape large deviation result. There exist two strictly positive constants $A$ and $B$ such that

$$\forall t > 0, \quad \overline{\mathbb{P}}_p\left(D_p^0(t) - B_p^0(1) \geq \varepsilon\right) \leq Ae^{-Bt}. \hfill (3.4)$$
As a consequence, we obtain the next lemma, which enables the control of minimal paths:

**Lemma 3.3.** Let $H_p(x, y, \varepsilon)$ be the following event: "There exists a $p$-open minimal path from $x$ to $y$ which is completely inside $B^p((1 + \varepsilon)\|x - y\|_p)$ and whose length is smaller than $(1 + \varepsilon)\|x - y\|_p$.

Then for every $p > p_c(d)$, for every $\varepsilon > 0$, there exist two strictly positive constants $A$ and $B$ such that:

$$\forall x, y \in \mathbb{Z}^d, \quad P(y \in C^\infty_p, x \in C^\infty_p, H_p(x, y, \varepsilon)^c) \leq A \exp(-B\|x - y\|_1).$$

**Proof.** Using translation invariance, we can assume that $y = 0$. Note that $H(x, 0, \varepsilon)^c$ contains the event $\{D_p(0, x) \leq \|x\|_p(1 + \varepsilon/2)\} \cap \{B^p_0(\|x\|_p(1 + \varepsilon/2)) \subset B^p_0((1 + \varepsilon)\|x\|_p)\}$ and apply the large deviation inequality for the chemical distance (3.3) and the large deviation inequality (3.4) for the asymptotic shape.

We also recall here some classical results concerning the geometry of clusters in supercritical percolation. Thanks to Chayes, Chayes, Grimmett, Kesten and Schonmann [2], we can control the radius of finite clusters: there exist two strictly positive constants $A$ and $B$ such that

$$\forall r > 0, \quad P(\{C^p_\infty \subset +\infty, \quad 0 \overset{p}{\Longrightarrow} \partial C^p_\infty(r)\} \leq A e^{-Br}. \quad (3.5)$$

The size of holes in the infinite cluster can also be controlled: there exist two strictly positive constants $A$ and $B$ such that

$$\forall r > 0, \quad P(|C^p_\infty \cap B^p_1(r) = \varnothing) \leq A e^{-Br}. \quad (3.6)$$

When $d = 2$, this result follows from large deviation estimates by Durrett and Schonmann [7]. Their methods can easily be transposed when $d \geq 3$. Nevertheless, when $d \geq 3$, the easiest way to obtain it seems to use the slab result proved by Grimmett and Marstrand [11].

Note that in Lemma 3.3, in (3.5) and in (3.6), thanks to the norm equivalence, the choice of the norm $\| \cdot \|_1$ is of course irrelevant, but affects the values of the constants $A$ and $B$.

**4. Strict inclusion of asymptotic shapes for chemical distance**

Inequalities on asymptotic shapes are already known for classical first-passage percolation — see the papers by Van den Berg and Kesten [20] and by Marchand [18]. The aim of this section is to prove Proposition 1.1, which is the analogous result in this context. We recall that the large inequality was easily established in Lemma 3.2, but that strict comparisons will be crucial to handle the competition problem.
The proof of Proposition 1.1 is based on renormalization techniques. We thus begin by stating an adapted renormalization lemma, which is the one used by Van den Berg and Kesten in [20].

4.1. A renormalization lemma

The renormalization grid

Let $N$ be a strictly positive integer. We introduce the following notations.

- $C_N$ is the cube $[-1/2,N - 1/2]^d$. We call $N$-cubes the cubes $C_N(k) = kN + C_N$ obtained by translating $C_N$ according to $Nk$ with $k \in \mathbb{Z}_d^d$. The coordinates of $k$ are called the coordinates of the $N$-cube $C_N(k)$. Note that $N$-cubes induce a partition of $\mathbb{Z}_d^d$.

- $L_N$ is the large cube $[-N - 1/2,2N - 1/2]^d$, and the large cube $L_N(k)$ is obtained by translating $L_N$ according to $Nk$ with $k \in \mathbb{Z}_d^d$. The boundary of $L_N(k)$, denoted by $\partial L_N(k)$, is the set of sites outside $L_N(k)$ that have a neighbor in $L_N(k)$.

- $R_N$ is the rectangular box $[-1/2,N - 1/2]^{d-1} \times [-N - 1/2,2N - 1/2]$. In the large cube $L_N(k)$, the $N$-cube $C_N(k)$ is surrounded by the $2d$ $N$-boxes, obtained by rotations and translations of $R_N$. For instance, in $L_N(0)$, the $N$-cube $C_N(0)$ is surrounded by the $2d$ following $N$-boxes: for $1 \leq i \leq d$, and for $\varepsilon \in \{-1,+1\}$, we define

$$R^{i,\varepsilon}_N(0) = \left[ -N - \frac{1}{2},2N - \frac{1}{2} \right]^{d-1} \times \left[ \varepsilon N - \frac{1}{2},(1+\varepsilon)N - \frac{1}{2} \right] \times \left[ -N - \frac{1}{2},2N - \frac{1}{2} \right]$$

The set of all these surrounding boxes is denoted $\mathcal{R}_N$.

An edge is said to be in a subset $E$ of $\mathbb{R}_+^d$ if at least one of its two extremities is in $E$. We now define the inner and outer boundaries of a $N$-box associated to a pair $(C_N(k),L_N(k))$ of cubes. Let’s do this for $R^{1,+1}_N(0)$ and extend the definition to other boxes by rotation and translation:

$$\partial_{out} R^{1,+1}_N(0) = \{(2N,y), \ y \in [-N,\ldots,2N-1]^{d-1}\},$$

$$\partial_{in} R^{1,-1}_N(0) = \{(N,y), \ y \in [-N,\ldots,2N-1]^{d-1}\}.$$

Note that $\partial L_N(k)$ is the disjoint union of the sets $(\partial_{out} R^{i,\varepsilon}_N(k))_{1 \leq i \leq d, \ \varepsilon \in \{+1,-1\}}$, and that a path entering in $C_N(k)$ and getting out of $L_N(k)$ has to cross one of the $2d$ $N$-boxes surrounding $C_N(k)$ in $L_N(k)$, from its inner boundary to its outer boundary. We can then define the crossing associated to a $N$-cube $C_N(k)$ — see also Figure 2.
Figure 2. Elements of the renormalization grid for $N = 6$ in dimension $d = 2$.

**Definition 4.1.** Let $\gamma = (x_0, \ldots, x_l)$ be a path such that $x_0 \in C_N(k)$ and $x_l \notin L_N(k)$. We set $j_f = \min\{0 \leq k \leq l, x_k \in \partial L_N(k)\}$. There exists a unique $(i, \varepsilon)$ such that $x_{j_f} \in R^{i, \varepsilon}_N(k)$. Let then $j_0 = \max\{0 \leq k \leq j_f, x_k \notin R^{i, \varepsilon}_N(k)\}$. The portion $(x_{j_0+1}, \ldots, x_{j_f})$ of $\gamma$ is the crossing of $\gamma$ associated to $C_N(k)$.

**Main crossings of a path**

Let $N$ be a strictly positive integer, $x$ be a point in $\mathbf{Z}^d_+$ and $\gamma$ be a path without any double point from 0 to $x$. We want to associate to $\gamma$ a sequence of crossings of $N$-boxes (the main crossings of $\gamma$), in a way that two different crossings are edge-disjoint. Consider first the sequence $\sigma_0 = (k_1, \ldots, k_{\tau_0})$ made of the coordinates of the $N$-cubes successively visited by $\gamma$. As the $N$-cubes induce a partition of $\mathbf{Z}^d_+$, this sequence is well defined, and has the following properties:

$$(P_0) \quad \begin{aligned} 0 &\in C_N(k_1), \\
\forall 1 \leq i \leq \tau_0 - 1, \quad &x \in C_N(k_{\tau_0}), \\
|k_{i+1} - k_i|_1 &= 1. \end{aligned}$$

But $\sigma_0$ can have double points; we remove them by the classical loop-removal process described in [13]. We thus obtain a sequence $\sigma_1 = (k_{\varphi_1(1)}, \ldots, k_{\varphi_1(\tau_1)})$ extracted from $\sigma_0$, with the following properties:

$$(P_1) \quad \begin{aligned} 0 &\in C_N(k_{\varphi_1(1)}), \\
\forall 1 \leq i \leq \tau_1 - 1, \quad &x \in C_N(k_{\varphi_1(\tau_1)}), \\
|k_{\varphi_1(i+1)} - k_{\varphi_1(i)}|_1 &= 1, \\
\sigma_1 \text{ has no double point.} \end{aligned}$$

To every cube $C_N(k)$ in this sequence such that $\gamma$ gets out of $L_N(k)$, that means for every $N$-cube in $\sigma_1$ with the possible exception of the $2d$ last, we associate
a crossing of a \( N \)-box in the following way: let \( z \) be the first point of \( \gamma \) to be in \( C_N(k) \), and let \( z_2 \) be the first point of \( \gamma \) after \( z \) to be in \( \partial L_N(k) \). Then the crossing associated to the \( N \)-cube \( C_N(k) \) is the crossing of the portion of \( \gamma \) between \( z \) and \( z_2 \) associated to \( C_N(k) \) in Definition 4.1.

The problem now is that two distinct cubes in \( \sigma_1 \) can have the same associated crossing. We have to extract a subsequence once again in order to obtain edge-disjoint crossings. Set \( \varphi_2(1) = 1 \), and define \( \varphi_2 \) by induction:

\[
\varphi_2(i + 1) = \inf \{ j > \varphi_2(i) \text{ such that } \| k_{\varphi_1(j)} - k_{\varphi_2(i)} \|_1 > 1 \} - 1
\]

if the infimum exists, and let \( \tau \) be the smallest index \( i \) for which \( \varphi_2(i + 1) \) is not defined. Set \( \varphi = \varphi_1 \circ \varphi_2 \); the elements of \( \sigma = (k_{\varphi(i)})_{1 \leq i \leq \tau} \) are called the main cubes of \( \gamma \), and their associated crossings the main crossings of \( \gamma \). This sequence has the following properties (see [20]):

\[
\text{(P)} \begin{cases}
0 \in C_N(k_{\varphi(1)}), \\
\| k_{\varphi(\tau)} - k_{\varphi_0} \|_1 \leq 1, \\
\forall 1 \leq i \leq \tau - 1, \| k_{\varphi(i+1)} - k_{\varphi(i)} \|_1 = 1, \\
\text{the main crossings of } \gamma \text{ are edge-disjoint.}
\end{cases}
\]

From Properties (P) we can deduce that for every \( x \in \mathbb{Z}_d^d \), the number \( \tau \) of main \( N \)-cubes of a path with no double point from 0 to \( x \) satisfies the following inequality:

\[
\tau \geq \frac{\| x \|_1}{N}. \tag{4.1}
\]

**A renormalization lemma**

The following lemma is an adaptation of Lemma 5.2 in [20], and its proof is a standard Peierls argument (see proof of (3.12) in [13]). We thus just state it without any proof.

**Lemma 4.1.** For each \( N \in \mathbb{Z}_+ \), we give to the \( N \)-cubes a random color, black or white, according to the states of the edges in the microscopic Bernoulli percolation model, such that:

- For each \( N \in \mathbb{Z}_+^* = \mathbb{Z} \cap (0, +\infty) \), the colors of the \( N \)-cubes are identically distributed.
- For each \( N \in \mathbb{Z}_+^* \), for each \( k \in \mathbb{Z}_+^d \), the color of the \( N \)-cube \( C_N(k) \) depends only on the states of the edges in \( L_N(k) \).
- \[ \lim_{N \to +\infty} P(C_N(k) \text{ is black}) = 1. \]
Then for every $\rho \in ]0, 1[$, there exists $N_\rho$ such that for all $N \geq N_\rho$, there exist two strictly positive constants $A$ and $B$ such that for every $x \in \mathbb{R}^d_+$:

$$\mathbb{P}\left( \exists \text{ a path } \gamma \text{ from } 0 \text{ to } x \text{ that, among its } \tau \text{ main } N\text{-cubes, has less than } \rho \tau \text{ black cubes} \right) \leq A \exp(-B \|x\|_1).$$

(4.2)

### 4.2. Proof of the strict comparison result, Proposition 1.1

Fix $p$ and $q$ such that $p_c(d) < p < q \leq 1$. Roughly speaking, as $p < p_c(d)$, we can find along a $p$-minimal path from 0 to $nx$ a certain number of crossing of rectangular boxes such that:

- the restriction of the $p$-minimal path of one box is not direct, i.e. its number of edges is strictly larger than the $\| \cdot \|_1$-distance between its extremities,

- by adding $q$-open edges, as $q > p$, we can find in this box a direct $q$-minimal path with the same extremities, which is thus an improvement of the $p$-minimal path.

By using these improvements, we can exhibit a significant discrepancy, i.e. of order $n$, between $D_p(0, nx)$ and $D_q(0, nx)$. The proof consists in giving estimates to these crude arguments.

**Proof.** Consider the space $\Omega = \{0, 1\}^{E^d} \times \{0, 1\}^{E^d}$, endowed with the classical Borel $\sigma$-algebra on $\Omega$ and the probability measure

$$\mathbb{P} = \text{Ber}(p)^{\otimes E^d} \otimes \text{Ber}\left(\frac{q - p}{1 - p}\right)^{\otimes E^d}.$$

Write points of $\Omega$ in the following manner

$\omega = (\omega^1, \omega^2)$ with $\omega^1 = (\omega^1_e)_{e \in E^d} \in \{0, 1\}^{E^d}$ and $\omega^2 = (\omega^2_e)_{e \in E^d} \in \{0, 1\}^{E^d}$.

Define then, for every $e \in E^d$, $\omega^3_e = \omega^1_e \lor \omega^2_e$. Clearly, the law of $(\omega^3_e)_{e \in E^d}$ under $\mathbb{P}$ is $\text{Ber}(p)^{\otimes E^d}$ whereas the law of $(\omega^3_e)_{e \in E^d}$ under $\mathbb{P}$ is $\text{Ber}(q)^{\otimes E^d}$. We denote by $\mathcal{G}_p$ — resp. $\mathcal{G}_q$ — the corresponding random graphs and by $D_p(x, y)$ — resp. $D_q(x, y)$ — the random distance from $x$ to $y$ in $\mathcal{G}_p$ — resp. $\mathcal{G}_q$. Note that in this special coupling,

$$\mathcal{G}_p \subset \mathcal{G}_q \text{ and } D_q(x, y) \leq D_p(x, y).$$

For each $N \in \mathbb{Z}_+$, we consider the same renormalization grid as previously and give to each $N$-box $R^i_N(k)$ a random color:
**Definition 4.2.** The box $R^{i_e}_{N}(k)$, with $k \in \mathbb{Z}_+^d$, is said to be black if and only if it satisfies the following property: for any $y \in \partial_{in} R^{i_e}_{N}(k)$, for any $z \in \partial_{out} R^{i_e}_{N}(k)$, for any $\gamma$ $p$-open path from $y$ to $z$ included in $R^{i_e}_{N}(k)$,

$$|\gamma| \geq \|z - y\|_1 + 1.$$ 

It is said to be white otherwise.

Thus a box is black if and only if it can not be crossed from its inner boundary to its outer boundary by a direct $p$-open path, i.e. by a path whose length is exactly equal to the $\| \cdot \|_1$ distance between its extremities. A $N$-cube $C_N(k)$ is then said to be black if its $2d$ surrounding boxes in the large cube $L_N(k)$ are black, and white otherwise. Let us verify that this coloring satisfies the conditions of renormalization Lemma 4.1. It is clear that the colors of the different cubes are identically distributed, and that the color of $C_N(k)$ only depends on the states of the edges in $L_N(k)$. Let us now estimate the probability $p_N$ for $C_N(0)$ to be white. It is clear by translation invariance that $p_N \leq 2d P(R^{i_e}_{N+1}(0)$ is white).

If $R^{i_e}_{N+1}(0)$ is white, there exists a $p$-open path from some $y \in \partial_{in} R^{i_e}_{N+1}(k)$ to some $z \in \partial_{out} R^{i_e}_{N+1}(k)$ whose length is exactly $\|z - y\|_1$. Thus there exists at least one orientation of the edges, among the $2^d$ possible ones, such that this path is also $p$-open in the oriented percolation model with parameter $p$.

Now, the existence of this path implies that the (oriented) open cluster $C_p^y$ of $y$ contains $z$, and $\|z - y\|_1 \geq N$. Thus, by translation invariance,

$$P(R^{i_e}_{N+1}(0)$ is white$) \leq (3N + 1)^{d-1} 2^d P(\max\{\|x\|_1 : x \in \overline{C_p^0} \geq N\}),$$

where the term $(3N + 1)^{d-1}$ counts the number of possible starting points $y$ of the oriented open path, and the term $2^d$ stands for the number of possible orientations. As in the non-oriented case, when $p < \overline{p}_c(d)$, the probability in the left-hand side decreases exponentially fast with $N$ — see the paper by Aizenman and Barsky [1] — which proves that

$$\lim_{N \to +\infty} p_N = 0.$$ 

We can then apply the renormalization Lemma 4.1 with a fixed parameter $\rho$ satisfying $0 < \rho < 1$. Let $N$ be large enough to have (4.2) with positive $A$ and $B$. These $\rho$ and $N$ are now fixed for the sequel of the proof.

For each $n \geq 1$ and every $x \in \mathbb{Z}_+^d \setminus \{0\}$, if the event $\{0^x, nx\}$ occurs, we denote by $\gamma_{n,x}$ a $p$-open path from 0 to $nx$ whose length is equal to $D_p(0,nx)$. Let $\sigma_{n,x} = (k_1, \ldots, k_{\tau_{n,x}})$ be the sequence of its main cubes and denote by $A_{n,x}$ the event that among these $\tau_{n,x}$ main cubes, at most $\rho \tau_{n,x}$ cubes are black.
With Lemma 4.1 we have:

\[ P(A_{n,x} \cap \{ p_{n,x} \}) = P \left( \begin{array}{c}
\text{there exists a } p \text{-open path } \gamma \text{ from 0 to } nx \\
\text{that, among its } \tau \text{ main } N \text{-cubes,}
\text{has less than } \rho \tau \text{ black cubes}
\end{array} \right) \\
\leq A \exp(-Bn\|x\|_1). \tag{4.3}\]

We define now the notion of good rectangular boxes.

**Definition 4.3.** A rectangular box \( R \) is good if it is black and if, moreover, for every \( e \in R \), \( \omega^3(e) = 1 \).

In other words, in a good box, edges that are not \( p \)-open are \( q \)-open. Let \( n \) be large enough and let \( R \in \mathcal{R}_N \) be a good box. Suppose that the path \( \gamma_{n,x} \) crosses \( R \) and that this crossing, denoted by \( \gamma_{n,x}|R \), is a main crossing of \( \gamma_{n,x} \). Denote by \( y \) and \( z \) the extremities of the restriction \( \gamma_{n,x}|R \) of the path \( \gamma_{n,x} \) to the box \( R \). Then, by definition of black and good boxes,

\[ \|z - y\|_1 = D_q(y, z) \leq D_p(y, z) - 1. \tag{4.4}\]

Note that moreover, in this case, any \( q \)-open path between \( y \) and \( z \) with length \( \|z - y\|_1 = D_q(y, z) \) is completely inside \( R \). Choose one and call it an improvement for \( D_q \) of \( n;x \) in \( R \).

Now, on the event \( \{ p_{n,x} \} \), replace in \( \gamma_{n,x} \) all the restrictions associated to main crossings of \( \gamma_{n,x} \) by their improvements for \( D_q \), to obtain a modified path \( \tilde{\gamma}_{n,x} \) from 0 to \( nx \): this is possible, because by definition, main crossings are in non-intersecting boxes. Then

\[
\begin{align*}
&1 \{0, p_{n,x}\} (D_p(0, n;x) - D_q(0, n;x)) \\
&\geq 1 \{0, p_{n,x}\} \sum_{R \in \mathcal{R}_N} 1\{R \text{ is good}\} 1\{\gamma_{n,x} \text{ crosses } R, \text{ and} \} 1\{\text{this is a main crossing of } \gamma_{n,x}\} \\
&\geq 1 \{0, p_{n,x}\} \sum_{R \in \mathcal{R}_N} \left( \prod_{e \in R} 1\{\omega^3_e = 1\} \right) \\
&\times 1\{R \text{ is black}\} 1\{\gamma_{n,x} \text{ crosses } R, \text{ and} \} 1\{\text{this is a main crossing of } \gamma_{n,x}\} \\
&\geq 1 \{0, p_{n,x}\} \sum_{R \in \mathcal{R}_N} \left( \prod_{e \in R} 1\{\omega^2_e = 1\} \right) \\
&\times 1\{R \text{ is black}\} 1\{\gamma_{n,x} \text{ crosses } R, \text{ and} \} 1\{\text{this is a main crossing of } \gamma_{n,x}\}.
\end{align*}
\]

Let \( G(R) \) be the event \( \{\forall e \in R, \omega^2_e = 1\} \). As \( \omega_1 \) and \( \omega_2 \) are independent, the conditional law of the random variable

\[
Y_{n,x} = \sum_{R \in \mathcal{R}_N} 1\{G(R)\} 1\{R \text{ is black}\} 1\{\gamma_{n,x} \text{ crosses } R, \text{ and} \} 1\{\text{this is a main crossing of } \gamma_{n,x}\}
\]
knowing \( \omega^1 \) is a binomial law \( \text{Bin}(Z_{n,x}, r) \) with parameters

\[
Z_{n,x} \overset{\text{def}}{=} \sum_{R \in \mathcal{R}_N} 1\{R \text{ is black}\} 1\{\gamma_{n,x} \text{ crosses } R, \text{ and this is a main crossing of } \gamma_{n,x}\},
\]

\[
r = P(G(R)) \geq \left( \frac{q - p}{1 - p} \right) c_d N^d > 0,
\]

where \( c_d > 0 \) is a constant such that the number of edges in \( R \) is less than \( c_d N^d \). We have then, using estimate (4.1) on the event \( A_{n,x}^c \):

\[
1\{A_{n,x}^c\} \{0, p, nx\} Z_{n,x} \geq \rho \tau_{n,x} 1\{A_{n,x}^c\} \{0, p, nx\} \\
\geq \rho \frac{n\|x\|_1}{N} 1\{A_{n,x}^c\} \{0, p, nx\}.
\]

Thus, if \( \delta > 0 \), we have

\[
P\left(0, p, nx, Y_{n,x} \leq \frac{m\|x\|_\infty}{N} r(1 - \delta)\right)
\leq P\{0, p, nx\} A_{n,x}\) + \sum_{k = m\|x\|_\infty/N}^{\infty} P\left(Z_{n,x} = k, Y_{n,x} \leq \frac{m\|x\|_\infty}{N} r(1 - \delta)\right),
\]

\[
\leq P\{0, p, nx\} A_{n,x}\) + \sum_{k \geq m\|x\|_\infty/N} P\left(Z_{n,x} = k, Y_{n,x} \leq kr(1 - \delta)\right),
\]

\[
\leq P\{0, p, nx\} A_{n,x}\) + \sum_{k \geq m\|x\|_\infty/N} P\left(Z_{n,x} = k\right) 2\exp\left(-\frac{k\delta^2}{4r(1 - r)}\right)
\]

which is, by Chernov inequality, not greater than

\[
P\{0, p, nx\} A_{n,x}\) + 2\exp\left(-\frac{m\|x\|_\infty\delta^2}{4Nr(1 - r)}\right).
\]

By (4.3) and the Borel–Cantelli lemma, this leads to

\[
P\left(0, p, \frac{D_p(0, nx)}{n}, \frac{D_{q}(0, nx)}{n}\leq \frac{\rho\|x\|_\infty(1 - \delta)r}{N}\right) \text{ i.o.} = 0.
\]

On the event \( \{0, p, \infty\} \subset \{0, q, \infty\} \), by the convergence result (3.1), we obtain

\[
\|x\|_p - \|x\|_q \geq \rho \|x\|_\infty(1 - \delta)r/N, \text{ and finally, by letting } \delta \text{ going to } 0,
\]

\[
\forall x \in \mathbb{Z}^d, \quad \|x\|_p - \|x\|_q \geq \frac{\rho r}{N} \|x\|_\infty.
\]

So, if we denote \( (\rho r/N) \inf_{x \in \mathbb{R}^d_{+}, \|x\|_p = 1} \|x\|_1 \) by \( \gamma \) we have \( \gamma > 0 \) and

\[
\forall x \in \mathbb{Z}^d, \quad \|x\|_q \leq (1 - \gamma)\|x\|_p.
\]

Using the fact that norms are homogeneous and continuous, this inequality is extended to \( x \in \mathbb{Q}^d \), and then to \( x \in \mathbb{R}^d_{+} \), which ends the proof. \( \square \)
5. Coexistence can only happen at slow speed

We tackle in this section the core of the paper: the proof of Proposition 1.2. For \( p \) and \( q \) larger than \( p_c \), we define
\[
C_{p,q} = \sup_{x \in \mathbb{R}^d_+ \setminus \{0\}} \frac{\|x\|_q^q}{\|x\|_p^p}
\]
We fix here \( p_1 < p_2 \) and two distinct sites \( s_1 \) and \( s_2 \) of \( \mathbb{Z}^d_+ \): the initial state \( \xi \) is the configuration where every site is empty, but \( s_1 \), which is active yellow, and \( s_2 \), which is active blue. In the sequel, to lighten notations, we omit the subscripts \( p_1, p_2 \); for instance,
\[
\eta^2(t) = \eta^2_{\xi, p_1, p_2}(t).
\]
By Proposition 1.1, we know that \( C_{p_1, p_2} < 1 \).

In fact, Proposition 1.2 will appear as a by-product of the following theorem, which ensures that if the \( p_1 \)-infection survives, then the time of infection of \( x \) by the \( p_2 \)-infection, when it is finite, should be of order \( \|x\|_{p_1} \) rather than \( \|x\|_{p_2} \), expected time of infection for one simple \( p_2 \)-infection.

Define, for \( x \in \mathbb{Z}^d_+ \):
\[
t(x) = \inf\{t \geq 0 : x \in \eta^2(t)\},
\]
\[
G^i = \left\{ \sup_{t \geq 0} |\eta^i(t)| = +\infty \right\} \text{ for } i = 1, 2.
\]

**Theorem 5.1.** Let \( \delta > 0 \). Then there exist \( A, B > 0 \) such that
\[
\forall x \in \mathbb{Z}^d, \quad P(G^1 \cap \{t(x) \leq (1 - \delta)\|x\|_{p_1}\}) \leq A \exp(-B\|x\|).
\]

At first, let us see how Theorem 5.1 implies Proposition 1.2:

**Proof.** Let \( \delta > 0 \). We must prove that 
\[
P(G^1, |\eta^2(t)|_{p_1} \geq (1 + \delta)t \ i.o.) = 0.
\]
Obviously, it is equivalent to prove that
\[
P(G^1, (1 + \delta)t(x) \leq \|x\|_{p_1}, \text{ for infinitely many } x) = 0.
\]
This comes from Theorem 5.1, with the help of Borel–Cantelli’s lemma. \( \square \)

We still need some extra notations and lemmas.

**Definitions.** We denote \( \{x \in \mathbb{R}^d_+ : \|x\|_{p_2} = 1\} \) by \( \mathcal{S} \) and define the **shells**: for each \( A \subset \mathcal{S} \), and every \( 0 < r < R \), we set
\[
\hat{x} = x/\|x\|_{p_2},
\]
\[
\text{Shell}(A, r, R) = \{x \in \mathbb{Z}^d_+ : \hat{x} \in A \text{ and } r \leq \|x\|_{p_2} \leq R\}.
\]
So roughly speaking, $A$ is to think about as the set of possible directions for the points in the shell, while $[r, R]$ is the set of radii.

For $A \subset S$ and $\varphi > 0$, define the following enlargement of $A$:

$$A \oplus \varphi = (A + B^0_{p_2}(\varphi)) \cap S.$$

**Lemma 5.1.** For any norm $\| \cdot \|$ on $\mathbb{R}^d$, one has

$$\forall x, y \in \mathbb{R}^d \setminus \{0\}, \quad \frac{|x - y|}{\max\{|x|, |y|\}} \leq \frac{2|x - y|}{\max\{|x|, |y|\}}.$$  

**Lemma 5.2.** For every $\rho > 0$, there exists $\theta > 0$ such that

$$\forall x, y \in \mathbb{R}^d \setminus \{0\}, \quad \|\hat{x} - \hat{y}\|_{p_2} \leq \theta \implies (1 - \rho)\|x\|_{p_1} \leq \|y\|_{p_1} \leq (1 + \rho)\|x\|_{p_1}.$$  

**Proof.** Write $F(x)$ to denote $\|x\|_{p_1}/\|x\|_{p_2}$. Then,

$$\left|\frac{F(y) - F(x)}{F(x)} - 1\right| \leq \frac{|F(y) - F(x)|}{F(x)} \leq C_{p_1, p_2} |F(x) - F(y)|.$$  

Now we have

$$|F(x) - F(y)| = |F(\hat{x}) - F(\hat{y})| = \|\hat{x}\|_{p_1} - \|\hat{y}\|_{p_1} \leq \|\hat{x} - \hat{y}\|_{p_1} \leq C_{p_2, p_1} \|\hat{x} - \hat{y}\|_{p_2}.$$  

Thus, we can take $\theta = \rho/C_{p_1, p_2} C_{p_2, p_1} > 0$.  

We can now begin the proof of Theorem 5.1, which is cut into three main steps.

### 5.1. Initialization of the spread

The aim of the next lemma is to see that if the event $\{t(x) \leq (1 - \delta)\|x\|_{p_1}\}$ is realized, then with high probability, at the slightly larger time $(1 - \delta')\|x\|_{p_1}$, the $p_2$-infection has colonized a small shell, and this will provide it a strategic advantage for the next steps of the spread.

**Lemma 5.3.** Let $\delta > 0$ and choose any $0 < \delta' < \delta$.

For any $x \in \mathbb{Z}_+^d \setminus \{0\}$, any $1 < \gamma < \gamma'$ and any $\theta > 0$, we define the following events, depending on $x$, $\gamma$, $\gamma'$ and $\theta$:

- $E_0 = \{x \in C_{p_2}^\infty\},$
- $E_1 = \{\eta^2((1 - \delta')\|x\|_{p_1}) \subset B^0_{p_1}(\|x\|_{p_1})\},$
- $E_2 = \{\eta^2((1 - \delta')\|x\|_{p_1}) \supset C_{p_2}^\infty \cap \text{Shell}\{\hat{x} \oplus \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2}\}\},$
- $E = E_0 \cap E_1 \cap E_2.$
Then there exist \( \gamma_0 > 1 \) and \( \theta_0 > 0 \) such that for any \( 1 < \gamma < \gamma' < \gamma_0 \) and any \( 0 < \theta < \theta_0 \), there exist two strictly positive constants \( A \) and \( B \) such that
\[
\forall x \in \mathbb{Z}^d, \quad \mathbb{P}\left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \setminus E \right) \leq A \exp(-B\|x\|).
\]

**Proof.** Let \( \delta > 0 \) and choose any \( 0 < \delta' < \delta \).

We first need to introduce a certain number of parameters: Let
\[
0 < \rho < \frac{1}{1 - \delta'/2} - 1.
\]
By Lemma 5.2, we can then choose \( \theta_1 \) such that
\[
\|\hat{x} - \hat{y}\|_{p_2} \leq \theta_1 \quad \Rightarrow \quad (1 - \rho) \|x\|_{p_2} \leq \|y\|_{p_2} \leq (1 + \rho) \|x\|_{p_2}.
\]
Choose now \( \gamma_0' > 1 \) and \( \theta_0 > 0 \) small enough to fulfill the three following conditions:
\[
2(\gamma_0' - 1) + 3\theta_0 < \theta_1, \quad 1 - \theta_0 > (1 - \delta'/2)(1 + \rho), \quad \gamma_0' - 1 + \theta_0 < (\delta - \delta') / C_{p_1,p_2}.
\]
Note that the second condition is allowed by the choice (5.1) for \( \rho \). As these conditions are monotone, they are still fulfilled for any \( \gamma' \in (1, \gamma_0') \) and any \( \theta \in (0, \theta_0) \). Choose then such a \( \theta \) and such a \( \gamma' \), and choose \( \alpha > 0 \) small enough to have:
\[
2(1 + \alpha)(\gamma' - 1 + \theta) + \theta < \theta_1, \quad (1 + \alpha)(1 - \theta) - \alpha \gamma' > (1 - \delta'/2)(1 + \rho), \quad (1 + \alpha)(\gamma' - 1 + \theta) < (\delta - \delta') / C_{p_1,p_2}.
\]
Note that these conditions are allowed by the three previous ones. Finally, choose any $1 < \gamma < \gamma'$.

**Step 0.** Suppose that $t(x) \leq (1 - \delta)\|x\|_{p_1}$. This implies that there exists a $p_2$-open finite path from the source $s_2$ to $x$, and by the classical estimate (3.5) on the radius of finite open clusters in supercritical percolation, there exist two strictly positive constants $A_0$ and $B_0$ such that

$$\forall x \in \mathbb{Z}^d, \quad \mathbb{P}\{\{t(x) \leq (1 - \delta)\|x\|_{p_1}\} \setminus E_0\} \leq A_0 \exp(-B_0\|x\|). \quad (5.6)$$

**Step 1.** In this step, we use the typical spread of first-passage percolation with parameter $p_1$ in an amount of time of $(1 - \delta')\|x\|_{p_1}$. Define

$$E'_1 = \{\eta^1((1 - \delta')\|x\|_{p_1}) \subset B^0_{p_1}((1 - \delta'/2)\|x\|_{p_1})\} \subset E_1.$$

The large deviations result associated to the shape Theorem (3.4) ensures that there exist two strictly positive constants $A_1$ and $B_1$ such that

$$\mathbb{P}(\{E'_1\}^c) \leq A_1 \exp(-B_1\|x\|). \quad (5.7)$$

**Step 2.** In this step, we control the spread of first-passage percolation with parameter $p_2$. Let us first prove the geometrical fact:

$$\left( \bigcup_{y \in \text{Shell}(\{\tilde{x}\} \oplus \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2})} B^0_{p_2}((1 + \alpha)\|y - x\|_{p_2}) \right) \cap B^0_{p_1}((1 - \delta'/2)\|x\|_{p_1}) = \emptyset. \quad (5.8)$$

Note that since

$$y - x = (\|y\|_{p_2} - \|x\|_{p_2})\tilde{y} + \|x\|_{p_2}(\tilde{y} - x),$$

we have, for every $y \in \text{Shell}(\{\tilde{x}\} \oplus \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2})$,

$$\|y - x\|_{p_2} \leq \|y\|_{p_2} - \|x\|_{p_2} + \theta\|x\|_{p_2} \leq (\gamma' - 1 + \theta)\|x\|_{p_2}. \quad (5.9)$$

Then, if $y \in \text{Shell}(\{\tilde{x}\} \oplus \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2})$ and $z \in B^0_{p_2}((1 + \alpha)\|y - x\|_{p_2})$, we obtain first:

$$\|z\|_{p_2} \geq \|y\|_{p_2} - \|y - z\|_{p_2} \geq \|y\|_{p_2} - (1 + \alpha)\|y - x\|_{p_2} \geq \|y\|_{p_2} - (1 + \alpha)(\|y\|_{p_2} - \|x\|_{p_2} + \theta\|x\|_{p_2}) \quad \text{by (5.9)} \geq (1 + \alpha)(1 - \theta)\|x\|_{p_2} - \alpha\|y\|_{p_2} \geq ((1 + \alpha)(1 - \theta) - \alpha\gamma')\|x\|_{p_2}, \quad (5.10)$$
and then:

\[
\|\hat{z} - \hat{x}\|_{p_2} \leq \|\hat{z} - \hat{y}\|_{p_2} + \|\hat{y} - \hat{x}\|_{p_2} \\
\leq \frac{2\|z - y\|_{p_2}}{\|y\|_{p_2}} + \theta \quad \text{by Lemma 5.1} \\
\leq \frac{2(1 + \alpha)\|x - y\|_{p_2}}{\|y\|_{p_2}} + \theta \\
\leq \frac{2(1 + \alpha)(\gamma' - 1 + \theta)}{\gamma} + \theta \quad \text{by (5.9)} \\
\leq 2(1 + \alpha)(\gamma' - 1 + \theta) + \theta < \theta_1 \quad \text{by assumption (5.3)}.
\]

Thus, by Definition (5.2) of \(\theta_1\), we have:

\[
\|z\|_{p_1} \geq \left(\frac{1}{1 + \rho}\right) \frac{\|z\|_{p_2} \|x\|_{p_1}}{\|x\|_{p_2}} \geq \frac{(1 + \alpha)(1 - \theta) - \alpha\gamma'}{1 + \rho} \|x\|_{p_1} \quad \text{by (5.10)} \\
> (1 - \delta'/2)\|x\|_{p_1} \quad \text{by assumption (5.4)},
\]

which proves inclusion (5.8).

Now, if we denote

\[
E'_2 = \bigcap_{y \in \text{Shell}(\{\hat{x}\} + \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2}) \cap C^\infty_{p_2}} \left\{ x \in (1 + \alpha)\|y - x\|_{p_2} \right\},
\]

Lemma 3.3 ensures that there exist two strictly positive constants \(A_2, B_2\) such that

\[
\forall x \in \mathbb{Z}^d, \quad P\left(\{x \in C^\infty_{p_2} \setminus E'_2\} \leq 2(1 + \gamma'\|x\|_{p_2})^d A_2 \exp(-B_2(\gamma - 1)\|x\|)\right). \quad (5.11)
\]

**Step 3.** We are now going to prove that

\[
\forall y \in \text{Shell}(\{\hat{x}\} + \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2}), \quad (1 + \alpha)\|y - x\|_{p_2} \leq (\delta - \delta')\|x\|_{p_1}. \quad (5.12)
\]

Indeed, we have, for any \(y \in \text{Shell}(\{\hat{x}\} + \theta, \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2})\):

\[
(1 + \alpha)\|y - x\|_{p_2} \leq (1 + \alpha)(\gamma' - 1 + \theta)\|x\|_{p_2} \quad \text{by (5.9)} \\
\leq (1 + \alpha)(\gamma' - 1 + \theta)C_{p_1, p_2}\|x\|_{p_1} \\
\leq (\delta - \delta')\|x\|_{p_1} \quad \text{by assumption (5.5)}.
\]

Now, we can conclude the proof of the lemma. If \(E' = E_0 \cap E'_1 \cap E'_2\), then equation (5.8) and inclusion (5.12) imply that

\[
\{t(x) \leq (1 - \delta)\|x\|_{p_1}\} \cap E' \subset \{t(x) \leq (1 - \delta)\|x\|_{p_1}\} \cap E,
\]
and thus
\[ P \left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \setminus E \right) \leq P \left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \setminus E_0 \right) 
+ P \left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \setminus E'_1 \right) 
+ P \left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \setminus E'_2 \cap E_0 \right). \]

Equations (5.6), (5.7), (5.11) and the fact that if \( t(x) \leq (1 - \delta)\|x\|_{p_1} \), then
\[ t(x) + (\delta - \delta')\|x\|_{p_1} \leq (1 - \delta')\|x\|_{p_1} \]
give the desired result.

5.2. Typical progression of the stronger infection from one shell to the next one

In this subsection, we forget for a moment the competition model, and study the progression of one infection with parameter \( p_2 \). For simplicity, we omit, only in this subsection, the subscript \( p_2 \). In the next lemma, we want to bound the minimal time needed for the infection to colonize the big Shell \((T, (1 + h)^2 r, (1 + h)^2 r)\) from the small Shell \((S, r, (1 + h)^2 r)\).

**Lemma 5.4.** Let \( \varphi \in (0, 2] \), \( h \in (0, 1) \) and \( \alpha \in (1, 2) \) be fixed parameters such that
\[ (1 + h)^2(1 + \varphi) - (1 + h) < ah < 2. \tag{5.13} \]

For any subsets of \( S \), \( S \) and \( T \), and for any \( r > 0 \), we define the following event \( E = E(S, T, r) \): “Any point in the big Shell \((T, (1 + h) r, (1 + h)^2 r)\) \( \cap C^\infty \) is linked to a point in the small Shell \((S, r, (1 + h)r)\) by an open path whose length is less than \( ahr \).” Two subsets \( S \) and \( T \) of \( S \) are said to be “good” if
\[ \forall \hat{z} \in T, \exists \hat{v}_z \in S \text{ such that } \{ \hat{v}_z \} \oplus \frac{\varphi}{2} \subset S \text{ and } \| \hat{z} - \hat{v}_z \| \leq \varphi. \]

Then there exist two strictly positive constants \( A \) and \( B \), only depending on \( \varphi, h, \alpha \), such that for any \( r > 0 \) and for any two “good” subsets \( S \) and \( T \) of \( S \), we have \( P(E^c) \leq A \exp(-Br) \).

Moreover, we can assume that all the infection paths needed in \( E \) are completely included in the bigger Shell \((T \oplus (2ah), [1 - 3\varphi](1 + h)r, \infty)\).

**Proof.** Let \( \varphi \in (0, 2], h \in (0, 1) \) and \( \alpha \in (1, 2) \) be fixed parameters satisfying equation (5.13) and choose, in this order, \( \alpha' > 1 \), \( \epsilon > 0 \) and \( \rho > 0 \) such that
\[ (1 + h)^2(1 + \varphi) - (1 + h - 2\rho) \leq \alpha' h < ah, \tag{5.14} \]
\[ \frac{2\rho h}{1 + h - 2\rho} \leq \frac{\varphi}{2}, \tag{5.15} \]
\[ h - 2\rho - \rho \alpha' h > 0, \tag{5.16} \]
\[ (1 + \epsilon)(1 + \rho)\alpha' \leq \alpha. \tag{5.17} \]
Take any two “good” subsets $S$ and $T$ of $S$. For any $z \in \text{Shell}(T,(1 + h)r,(1 + h)^2 r)$, we can choose $\hat{z} \in S$ such that

$$
\{\hat{z} \} \oplus \frac{\varphi}{2} \subset S \quad \text{and} \quad \|z - \hat{z}\| \leq \varphi,
$$

and we set $v_z = (1 + h - 2\rho)r\hat{z}$. Let us first estimate $\|z - v_z\|$: on the one hand,

$$
\|z - v_z\| \leq \|z - \|z\| \hat{v}_z\| + \|z\| - (1 + h - 2\rho)r
\leq \|z\|\varphi + \|z\| - (1 + h - 2\rho)r
\leq \|z\|(1 + \varphi) - (1 + h - 2\rho)r
\leq [(1 + h)^2 (1 + \varphi) - (1 + h - 2\rho)]r
\leq \alpha' hr \text{ thanks to (5.14),}
$$

and, on the other hand,

$$
\|z - v_z\| \geq \|z\| - \|v_z\| \geq 2\rho r.
$$

**Idea of the proof.** The idea of the proof is the following. Take $z$ in $C_\infty^{\mathbb{P}_x}$ and in $\text{Shell}(T,(1 + h)r,(1 + h)^2 r)$. The ball $B^z(r\|z - v_z\|)$ is included in the $\text{Shell}(S,r,(1 + h)r)$ and in the ball $B^z((1 + \rho)\|z - v_z\|)$. As it is of radius of order $r$, it contains with high probability some point of the infinite cluster, and this point should be with high probability, thanks to Lemma 3.3, linked...
to $z$ by an open path inside $B^z((1 + \varepsilon)(1 + \rho \|z - v_z\|)$ with length less than $(1 + \varepsilon)(1 + \rho \|z - v_z\|)$. We chose the parameters to ensure that
\[(1 + \varepsilon)(1 + \rho \|z - v_z\|) \leq \alpha hr.\]

It will then only remain to control the positions of the points in the union of the $B^z((1 + \varepsilon)(1 + \rho \|z - v_z\|))$. Let us make all this more precise.

**Geometrical facts.** Let us first note that, by the triangular inequality,
\[
\forall z \in \text{Shell}(T, (1 + h)r, (1 + h)^2r), \quad B^{v_z}(\rho \|z - v_z\|) \subset B^z((1 + \rho \|z - v_z\|)). \tag{5.21}
\]

Let us see now that
\[
\forall z \in \text{Shell}(T, (1 + h)r, (1 + h)^2r), \quad B^{v_z}(\rho \|z - v_z\|) \subset \text{Shell}(S, r, (1 + h)r). \tag{5.22}
\]

Let $u \in B^{v_z}(\rho \|z - v_z\|)$, then, by Lemma 5.1,
\[
\|\hat{u} - \hat{v}_z\| \leq \frac{2\rho \|z - v_z\|}{\|v_z\|} \leq \frac{2\rho \alpha' h}{1 + h - 2\rho} \text{ by equation (5.19) and definition of } v_z
\leq \frac{\varphi}{2} \text{ thanks to equation (5.15)}
\]
and thus $\hat{u} \in S$. For the norm of $u$, by definition of $v_z$ and equation (5.19), we have:
\[
\|v_z\| - \rho \|z - v_z\| \leq \|u\| \leq \|v_z\| + \rho \|z - v_z\|
\]
\[(1 + h - 2\rho)r - \rho \alpha' hr \leq \|u\| \leq (1 + h - 2\rho)r + \rho \alpha' hr
\]
\[r \leq \|u\| \leq (1 + h)r,
\]
thanks to equations (5.16) and (5.14). This proves the second geometrical fact (5.22).

Since $\|x\|_1 \leq \|x\|$ holds for each $x \in \mathbb{R}_+^d$, we can also note that
\[
\forall z \in \mathbb{R}_+^d, \quad \forall r \geq 0, \quad |B^z(r) \cap \mathbb{Z}^d| \leq \frac{2^d}{d!}(1 + r)^d \leq 2(1 + r)^d. \tag{5.23}
\]

**Probabilistic estimates.** We can then estimate the probability of $E$. Note first
\[
E_1 = \bigcup_{z \in \text{Shell}(T,(1 + h)r, (1 + h)^2r)} \{B^{v_z}(\rho \|z - v_z\|) \cap C_{p_z} = \emptyset\}.
\]
By estimate (5.20), we know that $\|z - v_z\| \geq 2\rho r$; moreover, for each $z \in \text{Shell}(T, (1 + h)r, (1 + h)^2r)$, the point $v_z$ is in $\text{Shell}(S, r, (1 + h)r)$. Thus, using the estimate on the holes of the infinite cluster (3.6), there exist two strictly
positive constants $A_1$ and $B_1$ such that for every “good” $S$ and $T$, for every $r > 0$,

$$P(E_1) \leq P \left( \bigcup_{v \in \text{Shell}(S,r,(1+h)r)} \{ B^\circ(2\rho^2 r) \cap C_{p_2}^\infty = \emptyset \} \right) \leq 2[1 + (1 + h)r]^d A_1 \exp(-B_1 2\rho^2 r).$$

Then, denote

$$E_2 = \bigcup_{z \in \text{Shell}(T,(1+h)r,(1+h)^2r)} \left\{ u \in C_{p_2}^\infty, z \in C_{p_2}^\infty, \text{ and } u \text{ is not linked to } z \text{ by an open path of length smaller than } (1 + \varepsilon)(1 + \rho)\|z - v_z\| \text{ inside } B^\circ((1 + \varepsilon)(1 + \rho)\|z - v_z\|) \right\}.$$ 

By Lemma 3.3, equations (5.20) and (5.19), there exist two strictly positive constants $A_2$ and $B_2$ such that for every “good” $S$ and $T$, for every $r > 0$,

$$P(E_2) \leq \sum_{z \in \text{Shell}(T,(1+h)r,(1+h)^2r)} \sum_{u \in B^\circ((1 + \varepsilon)(1 + \rho)\|z - v_z\|)} P\left( H(u, z, (1 + \varepsilon)(1 + \rho) - 1) \right) \leq \sum_{z \in \text{Shell}(T,(1+h)r,(1+h)^2r)} A_2 \exp \left( -B_2(1 + \varepsilon)(1 + \rho)\|z - v_z\| \right).$$

$$\leq 2[1 + (1 + h)^2r]^d \times 2(1 + \rho \alpha hr)^d \times A_2 \exp \left( -B_2(1 + \rho)2\rho r \right).$$

**Conclusion.** For every $z \in \text{Shell}(T,(1+h)r,(1+h)^2r)$, thanks to (5.19) and (5.17), one has $(1 + \varepsilon)(1 + \rho)\|z - v_z\|_{p_2} \leq \alpha h r$. This, combined with geometrical facts (5.21) and (5.22), implies that $E^c_c \subseteq E_1 \cup E_2$, which proves the exponential estimate of the lemma.

**Control of the infection paths.** It remains to estimate the minimal room needed to perform this infection, or in other words to control

$$\bigcup_{z \in \text{Shell}(T,(1+h)r,(1+h)^2r)} B^\circ((1 + \varepsilon)(1 + \rho)\|z - v_z\|).$$

Let $z \in \text{Shell}(T,(1+h)r,(1+h)^2r)$ and $u \in B^\circ((1 + \varepsilon)(1 + \rho)\|z - v_z\|)$. We have, thanks to (5.18):

$$||u|| \geq \|z\| - (1 + \varepsilon)(1 + \rho)\|z - v_z\| \geq (1 + \varepsilon)(1 + \rho)(1 + h - 2\rho)r - \left[(1 + \varepsilon)(1 + \rho)(1 + \varphi) - 1\right]\|z\| \geq (1 + \varepsilon)(1 + \rho)(1 + h - 2\rho)r - \left[(1 + \varepsilon)(1 + \rho)(1 + \varphi) - 1\right](1 + h)^2r \geq |1 - 3\varphi|(1 + h)r.$$
The last inequality is obtained by looking at the limit of the right-hand side term, when \( \varepsilon \) and \( \rho \) tend to 0, and by decreasing if necessary \( \varepsilon \) and \( \rho \). Finally, by applying Lemma 5.1 and then inequality (5.19), we have

\[
\|\hat{u} - \hat{z}\| \leq \frac{2\|u - z\|}{\|z\|} \leq \frac{2(1 + \varepsilon)(1 + \rho)\alpha^h}{(1 + h)^2} \leq 2\alpha h.
\]

Thus \( u \in \text{Shell}(T \oplus (2\alpha h), r_{\min}, \infty) \), which ends the proof of the lemma. \( \Box \)

### 5.3. Final step: proof of Theorem 5.1

We come back now to the competition context, with a weaker infection with parameter \( p_1 \) and a stronger infection with parameter \( p_2 > p_1 \).

**Proof.** Let \( \delta > 0 \).

**Idea of the proof.** The idea is quite natural: start the progression by the initialization Lemma 5.3, and apply recursively the progression Lemma 5.4 until the stronger infection surrounds the weaker one. The point is to ensure that this progression is not disturbed by the spread of the weaker infection.

**Step 0. Choice of constants.** Remember that \( C_{p_1,p_2} < 1 \) and choose:

\[
\begin{align*}
\delta' &> 0 \quad \text{such that} \quad \delta' < \delta \quad \text{and} \quad \delta' < 1 - C_{p_1,p_2}, \quad (5.24) \\
\rho &> 0 \quad \text{such that} \quad (1 + \rho)(1 - \delta') < 1. \quad (5.25)
\end{align*}
\]

By Lemma 5.2, there exists \( \theta > 0 \) such that for any \( x, y \in \mathbb{Z}_+^d \setminus \{0\} \), we have:

\[
\|\hat{x} - \hat{y}\| \leq \theta \implies (1 - \rho) \frac{\|x\|_{p_2}}{\|x\|_{p_1}} \leq \frac{\|y\|_{p_2}}{\|y\|_{p_1}} \leq (1 + \rho) \frac{\|x\|_{p_2}}{\|x\|_{p_1}}. \quad (5.26)
\]

Choose then \( h \) and \( \alpha \) such that:

\[
\begin{align*}
0 < h < 1 &\quad \text{such that} \quad (1 + h)C_{p_1,p_2} < 1 - \delta', \\
1 < \alpha < 2 &\quad \text{such that} \quad \alpha > 1 + h \quad \text{and} \quad \alpha C_{p_1,p_2} < 1 - \delta', \quad (5.27) \\
2\alpha h &< \theta. \quad (5.28)
\end{align*}
\]

The first condition is allowed by condition (5.24) on \( \delta' \), and allows itself the choice (5.27) for \( \alpha \). We obtain (5.28) by decreasing \( h \) if necessary. Let \( \gamma_0' > 1 \) and \( \theta_0 > 0 \) be given by Lemma 5.3. Choose \( \gamma', \gamma, \varepsilon \) and \( \varphi \) in the following manner:

\[
\begin{align*}
1 < \gamma' < \gamma_0' &\quad \text{such that} \quad \alpha\gamma'C_{p_1,p_2} < 1 - \delta', \\
1 < \gamma < \gamma' &\quad \text{such that} \quad \gamma = \frac{\gamma'}{1 + h}. \quad (5.29)
\end{align*}
\]
\[ \varepsilon > 0 \quad \text{such that} \quad \begin{cases} \alpha C_{p_1,p_2}(1 + \varepsilon) < 1, \\ (1 + \varepsilon)(1 + \rho)(1 - \delta') < \gamma, \end{cases} \tag{5.31} \]

\[ 0 < \varphi < \theta_0 \quad \text{such that} \quad \begin{cases} \alpha C_{p_1,p_2}(1 + \varepsilon) < 1 - 3\varphi, \\ (1 + \varepsilon)(1 + \rho)(1 - \delta') < \gamma(1 - 3\varphi), \\ (1 + h)^2(1 + \varphi) - (1 + h) < \alpha h. \end{cases} \tag{5.32} \]

Note that condition (5.29) is allowed by the choice (5.27), and condition (5.30) is obtained by decreasing \( h \) if necessary. Conditions (5.31) are respectively permitted by (5.27) and (5.25), and allow the first two conditions on \( \varphi \). The last condition in (5.32) is allowed by (5.27) and (5.28). Choose now \( K \geq 2 \) large enough to have for every \( k \geq K \)

\[ C_{p_1,p_2}(1 + \varepsilon)[(1 - \delta')C_{p_2,p_1} + \alpha \gamma((1 + h)^{k-1} - 1)] < \gamma[1 - 3\varphi](1 + h)^{k-1}, \tag{5.33} \]

which is allowed by (5.32). By decreasing \( \varphi \) if necessary, we can assume, thanks to (5.28), that

\[ (1 + K)^{\varphi \over 2} + 2\alpha h < \theta. \tag{5.34} \]

**Step 1. Initialization of the spread.** By Lemma 5.3, there exist two strictly positive constants, \( A_1 \) and \( B_1 \), such that for every \( x \in \mathbb{Z}_+^d \setminus \{0\} \), we have

\[ \mathbb{P}(\{t(x) \leq (1 - \delta)\|x\|_{p_1}\} \setminus \{E_1(x) \cap \{x \in C_{p_2}^\infty\}\}) \leq A_1 \exp(-B_1\|x\|), \tag{5.35} \]

where we use the following notation:

\[ E_1^1(x) = \{\eta^1((1 - \delta')\|x\|_{p_1}) < \mathcal{B}_{p_1}^0(\|x\|_{p_1})\}, \]

\[ E_2^2(x) = \{\eta^2((1 - \delta')\|x\|_{p_1}) > \left(\text{Shell} \left(\frac{\varphi}{2} \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2}\right) \cap C_{p_2}^\infty\right)\}, \]

\[ E_1(x) = E_1^1(x) \cap E_2^2(x). \]

Thus, if \( t(x) \leq (1 - \delta)\|x\|_{p_1} \), then at the slightly larger time \( t_1(x) = (1 - \delta')\|x\|_{p_1} \), the first shell

\[ S_1(x) = C_{p_2}^\infty \cap \text{Shell} \left(\frac{\varphi}{2} \gamma\|x\|_{p_2}, \gamma'\|x\|_{p_2}\right) \]

is with high probability colonized by the \( p_2 \)-infection.

We want now to extend this colonization to larger and larger shells by applying recursively Lemma 5.4.
Define also the following events, for $k = 1$:

<table>
<thead>
<tr>
<th>$k = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1 = \gamma$</td>
</tr>
<tr>
<td>$A_1(x) = { x } \oplus \varphi/2$</td>
</tr>
<tr>
<td>$S_1(x) = C_{p_2} \cap \text{Shell} (A_1(x), \gamma |x|<em>{p_2}, \gamma' |x|</em>{p_2})$</td>
</tr>
<tr>
<td>$t_1(x) = (1 - \delta') |x|_{p_1}$</td>
</tr>
</tbody>
</table>

Define also the following events, for $k \geq 2$ and $x \in \mathbb{Z}^d_+ \setminus \{0\}$:

<table>
<thead>
<tr>
<th>$E^1_k(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${ \eta^1(t_k(x)) \subset B_{p_1}^0 ((1 + \varepsilon)t_k(x)) }$</td>
</tr>
<tr>
<td>${ \eta^2(t_k(x)) \supset S_k(x) }$</td>
</tr>
<tr>
<td>$E_k(x) = E^1_k(x) \cap E^2_k(x)$</td>
</tr>
</tbody>
</table>

The aim is the following: we want to apply Lemma 5.4 to prove that if $E^0_k(x)$ is realized, then with high probability $E^1_{k+1}(x)$ is also realized. But we need first to control the spread of the slow $p_1$-infection, and to see that it will not disturb the spread of the fast $p_2$-infection from $S_k(x)$ to $S_{k+1}(x)$.

**Step 2. Rough control of the slow $p_1$-infection.** Here, for convenience, the complementary event of $A$ is denoted by $\bar{A}$ (A). Let us prove that there exist two strictly positive constants $A_2$ and $B_2$ such that

$$\forall x \in \mathbb{Z}^d \setminus \{0\}, \quad P\left( C \left( \bigcap_{k \geq 2} E^1_k(x) \right) \right) \leq A_2 \exp(-B_2 \|x\|). \quad (5.36)$$

Indeed, by the large deviation result (3.4), for any $x \in \mathbb{Z}^d_+ \setminus \{0\}$, we have:

$$P\left( C \left( \bigcap_{k \geq 2} E^1_k(x) \right) \right) \leq \sum_{k \geq 2} P\left( \eta^1(t_k(x)) \not\subset B_{p_1}^0 ((1 + \varepsilon)t_k(x)) \right)$$

$$\leq \sum_{k \geq 2} A \exp(-B t_k(x))$$

$$\leq \sum_{k \geq 2} A \exp\left( - B \left[ (1 - \delta') \|x\|_{p_1} + \alpha((1 + h)^{k-1} - 1)\gamma \|x\|_{p_2} \right] \right)$$

$$\leq A \exp\left( - B \left[ (1 - \delta') \|x\|_{p_1} - \alpha \gamma \|x\|_{p_2} \right] \right)$$
\[
\times \sum_{k \geq 2} \exp \left( -B\alpha(1 + h)^{k-1}\gamma\|x\|_{p_2} \right).
\]

1. Since there exists \(B' > 0\) such that \(\forall k \geq 2, B\alpha(1 + h)^{k-1}\gamma \geq B'k\), the last sum is bounded by
\[
\sum_{k \geq 2} \exp \left( -B\alpha(1 + h)^{k-1}\gamma\|x\|_{p_2} \right) \leq \sum_{k \geq 2} \exp \left( -B'k\|x\|_{p_2} \right)
\leq \exp(-2B'\|x\|_{p_2}) \over 1 - \exp(-B'\|x\|_{p_2})
\leq A' \exp \left( -2B'\|x\|_{p_2} \right)
\] with \(A' > 0\) because inf\(\{\|x\|_{p_2} : x \in \mathbb{Z}_+^d \setminus \{0\}\} > 0\).

2. For the first factor, we have
\[
(1 - \delta')\|x\|_{p_1} - \alpha\gamma\|x\|_{p_2} = (1 - \delta' - \alpha\gamma C_{p_1, p_2})\|x\|_{p_1} + \alpha\gamma(C_{p_1, p_2}\|x\|_{p_1} - \|x\|_{p_2})
\geq (1 - \delta' - \alpha\gamma C_{p_1, p_2})\|x\|_{p_1}
\geq B''\|x\|_{p_1},
\] with \(B'' > 0\) thanks to conditions (5.29) and (5.30). This proves (5.36).

But we will also need a more precise control of this slow infection in order to prevent it from bothering the fast one while applying Lemma 5.4.

**Step 3. More precise control of the slow \(p_1\)-infection for large times.** Remember that \(K\) was defined in (5.33). Let us prove the following geometrical fact:
\[
\forall k \geq K, \forall x \in \mathbb{Z}_+^d \setminus \{0\}, \quad B_{p_1}^0((1 + \varepsilon)t_k(x)) \subset B_{p_2}^0\left(r_k^\min \|x\|_{p_2}\right). \tag{5.37}
\]
Let \(k \geq K, x \in \mathbb{Z}_+^d \setminus \{0\}\) and \(u \in B_{p_1}^0((1 + \varepsilon)t_k(x))\). Then:
\[
\|u\|_{p_2} \leq C_{p_1, p_2}\|u\|_{p_1}
\leq C_{p_1, p_2}(1 + \varepsilon)t_k(x)
\leq C_{p_1, p_2}(1 + \varepsilon)((1 - \delta')(\|x\|_{p_1} + \alpha\gamma(1 + h)^{k-1} - 1)\|x\|_{p_2})
\leq C_{p_1, p_2}(1 + \varepsilon)((1 - \delta')(C_{p_2, p_1} + \alpha\gamma(1 + h)^{k-1} - 1))\|x\|_{p_2}
\leq [1 - 3\varphi](1 + h)^{k-1}\gamma\|x\|_{p_2} = r_k^\min \|x\|_{p_2},
\]
thanks to (5.33), which proves (5.37).

**Step 4. More precise control of the slow \(p_1\)-infection in the early stage of the process.** To look at the \(p_1\)-infection in the early stage of the process,
we need to focus on a small cone around $\hat{x}$ in order to control more precisely the discrepancy between the two norms $\| \cdot \|_{p_1}$ and $\| \cdot \|_{p_2}$. Let us see that for every $k$, for every $x \in \mathbb{Z}_k^+ \setminus \{0\}$ and for every $z \in \mathbb{Z}_k^+ \setminus \{0\}$

$$
\left( \|z \|_{p_1} \leq \theta \right) \text{ and } \|z\|_{p_1} \leq (1 + \varepsilon) t_k(x) \implies \|z\|_{p_2} \leq r_k^\text{min} \|x\|_{p_2}.
$$

We recall that $\theta$ was defined in (5.26). Then,

$$
r_k^\text{min} \|x\|_{p_2} - \|z\|_{p_2} \geq r_k^\text{min} \|x\|_{p_2} - (1 + \rho \|z\|_{p_1}) \left( (1 + \varepsilon) \frac{\|x\|_{p_2}}{\|x\|_{p_1}} t_k(x) \right) \geq (1 - 3\varphi) r_k \|x\|_{p_2} - (1 + \rho)(1 + \varepsilon) \|x\|_{p_2} t_k(x) \geq (1 - 3\varphi) r_k \|x\|_{p_2} - (1 + \rho)(1 + \varepsilon) \|x\|_{p_2} t_k(x) + \alpha (r_k - r_1) \|x\|_{p_2}.
$$

Since $(r_k)$ is increasing, the worst case is for $k = 1$:

$$
r_k^\text{min} \|x\|_{p_2} - \|z\|_{p_2} \geq (1 - 3\varphi) r_1 \|x\|_{p_2} - (1 + \rho)(1 + \varepsilon) \|x\|_{p_1} (1 - \delta') \|x\|_{p_1} \geq ((1 - 3\varphi) - (1 + \rho)(1 + \varepsilon)(1 - \delta')) \|x\|_{p_2} > 0
$$

thanks to conditions (5.32). Thus, thanks to equation (5.34), we obtain that for every $k \leq K$, for every $x \in \mathbb{Z}_k^+ \setminus \{0\}$ and for every $z \in \mathbb{Z}_k^+ \setminus \{0\}$

$$
(\hat{z} \in A_k \oplus (2\alpha h) \text{ and } \|z\|_{p_1} \leq (1 + \varepsilon) t_k(x)) \implies \|z\|_{p_2} \leq r_k^\text{min} \|x\|_{p_2}. \tag{5.38}
$$

Step 5. Control of the fast $p_2$-infection. Equations (5.37) and (5.38) ensure that for every $k \geq 2$, for every $x \in \mathbb{Z}_k^+ \setminus \{0\}$, we have

$$
\mathcal{B}^0_{p_1} ((1 + \varepsilon) t_k(x)) \cap \text{Shell} (A_k(x) \oplus (2\alpha h), r_k^\text{min} \|x\|_{p_2}, \infty) = \emptyset. \tag{5.39}
$$

Thus, the spread of the (single) fast $p_2$-infection from $S_{k-1}(x)$ to $S_k(x)$, ensured by Lemma 5.4, is not disturbed by the slow $p_1$-infection on the event $E^1_k(x) \cap E^2_{k-1}(x)$. Let $A_3$ and $B_3$ be the two strictly positive constants given by Lemma 5.4; we apply the lemma with

$$
S = A_{k-1}(x),
$$

$$
T = A_k(x) = A_{k-1}(x) \oplus \frac{\varphi}{2},
$$

$$
r = r_{k-1} \|x\|_{p_2}.
$$

But we must first be sure that $S$ and $T$ are “good” subsets of $\mathcal{S}$, in the sense

$$
\forall z \in T, \exists v \in S \text{ such that } v \oplus \frac{\varphi}{2} \subset S \text{ and } \|z - v\|_{p_2} \leq \varphi.
$$
Indeed, let \( k \geq 2 \) and \( z \in A_k(x) = A_{k-1}(x) \oplus \varphi/2 \): by definition, there exist \( w \in A_{k-1}(x) \) and \( u_1 \in B_{p_2}^0(\varphi/2) \) such that \( z = w + u_1 \). But \( A_{k-1}(x) = A_{k-2}(x) \oplus \varphi/2 \), where, for \( k = 2 \), we set \( A_0(x) = \{ \hat{x} \} \). So there exist \( v \in A_{k-2}(x) \) and \( u_2 \in B_{p_2}^0(\varphi/2) \) such that \( w = v + u_2 \). Now, \( z = v + u_1 + u_2 \) and

- as \( v \in A_{k-2}(x) \subset S \) and \( S = A_{k-1}(x) = A_{k-2}(x) \oplus \varphi/2 \), we have \( v \oplus \varphi/2 \subset S \),
- as \( u_1 \in B_{p_2}^0(\varphi/2) \) and \( u_2 \in B_{p_2}^0(\varphi/2) \), we have
  \[
  \|z - v\|_{p_2} = \|u_1 + u_2\|_{p_2} \leq \|u_1\|_{p_2} + \|u_2\|_{p_2} \leq \varphi.
  \]

Thus any point in \( S_k(x) \) can be infected by the \( p_2 \)-infection from a point in \( S_{k-1}(x) \) in a time less than \( \alpha hr_{k-1}\|x\|_{p_2} = t_k(x) - t_{k-1}(x) \) using only paths inside \( \text{Shell}(A_k(x) \oplus (2\alpha h), r_{k-1}^\min\|x\|_{p_2}, \infty) \), if it is not bothered by the slow \( p_1 \)-infection. But on the event \( E_k^1(x) \), this is ensured by equation (5.39). Thus, the application of Lemma 5.4 implies that for any \( x \in \mathbf{Z}_d^d \setminus \{ 0 \} \), for every \( k \geq 2 \),

\[
P((E_k^2(x))^c \setminus (E_k^1(x) \cap E_k^2(x))) \leq A_3 \exp \left( -B_3 r_{k-1} \|x\|_{p_2} \right).
\]

Thus,

\[
\sum_{k \geq 2} P((E_k^2(x))^c \cap (E_k^1(x) \cap E_k^2(x))) \leq A_3 \sum_{k \geq 2} \exp(-B_3 r_{k-1} \|x\|_{p_2})
\]

\[
\leq A_3 \sum_{k \geq 2} \exp \left( -B_3 (1 + h)^{k-2} \|x\|_{p_2} \right)
\]

\[
\leq A_4 \exp(-B_4 \|x\|) \quad (5.40)
\]

where \( A_4 \) and \( B_4 \) are two strictly positive constants.

**Conclusion.** For \( k \) large enough, the set \( S_k(x) \) disconnects 0 from infinity, and thus the event \( \bigcap_{k \geq 1} E_k \) implies that the slow \( p_1 \)-infection is surrounded by the fast \( p_2 \)-infection and thus dies out. So, using (5.35), (5.36) and (5.40), we obtain:

\[
P\left( g^1 \cap \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \right)
\]

\[
\leq P\left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \cap \bigcup_{k \geq 1} E_k(x)^c \right)
\]

\[
\leq P\left( \{ t(x) \leq (1 - \delta)\|x\|_{p_1} \} \cap (E_1(x) \cap \{ x \in C_{p_2}^\infty \}) \right) + P\left( \bigcup_{k \geq 1} (E_k^1(x))^c \right)
\]

\[
+ \sum_{k \geq 2} P\left( (E_k^2(x))^c \cap (E_k^1(x) \cap E_k^2(x)) \right)
\]

\[
\leq A \exp(-B \|x\|),
\]

which completes the proof. \( \square \)
6. Proof of the main Theorem 1.1

In all this section, \( s_1 \) and \( s_2 \) are two distinct sites in \( \mathbb{Z}^d \) and \( \xi \) is the element of \( S^{\mathbb{Z}^d} \) where all sites are empty, but \( \xi_{s_1} = y \) and \( \xi_{s_2} = b \). This initial configuration is now fixed. We will thus, in the following, omit the explicit dependence on \( \xi \).

Suppose that \( 0 < p < q \leq 1 \). In our competition process, the survival of the weaker — resp. stronger — infection is represented by the event \( G^{1}_{p,q} — \text{resp.} \ G^{2}_{p,q} \) — where, for \( i = 1, 2 \), \( G^{i}_{p,q} = \{ \sup_{t \geq 0} |\eta^{i}_{p,q}(t)| = +\infty \} \). The main Theorem 1.1 can be reformulated now in the following form:

**Theorem 6.1.** Let \( q > p_c \). The set of parameters \( p \) such that \( p < \min(q, r_c) \) and \( \mathbb{P}(G^{1}_{p,q} \cap G^{2}_{p,q}) > 0 \) is at most denumerable.

The corresponding conjecture can be formulated as follows:

**Conjecture 6.1.** Let \( q > p_c \) and \( p < \min(q, r_c) \). Then \( \mathbb{P}(G^{1}_{p,q} \cap G^{2}_{p,q}) = 0 \).

**Proof of Theorem 6.1**

It strongly relies on Propositions 1.1 and 1.2 and the coupling arguments that are also used are widely inspired by the proof of Häggström and Pemantle [15].

**Step 1.** Let us prove that if \( p < q < \min(r, r_c) \), then \( \mathbb{P}(G^{1}_{p,r} \cap G^{2}_{q,r}) = 0 \). Since, by the coupling Lemma 2.2, \( G^{2}_{p,r} \subset G^{2}_{q,r} \), we have \( G^{1}_{p,r} \cap G^{2}_{q,r} = (G^{1}_{p,r} \cap G^{2}_{p,r}) \cap G^{2}_{q,r} \). So, we can assume that \( G^{1}_{p,r} \cap G^{2}_{p,r} \) occurs and prove that \( G^{2}_{q,r} \) can not happen. By Proposition 1.2, we have

\[
\lim_{t \to +\infty} \frac{|\eta^{2}_{p,r}(t)|_p}{t} \leq 1,
\]

which implies

\[
\lim_{t \to +\infty} \frac{|\eta^{2}_{q,r}(t)|_p}{t} \leq 1.
\]

Indeed, by the coupling Lemma 2.2, \( \eta^{2}_{q,r}(t) \subset \eta^{2}_{p,r}(t) \). Now, by Proposition 1.1, we have

\[
\lim_{t \to +\infty} \frac{|\eta^{2}_{q,r}(t)|_q}{t} \leq C_{p,q}.
\]

On the other hand, \( G^{1}_{q,r} \subset \{ s_1 \in C_{q}^{\infty} \} \), so using Lemma 2.3 and Lemma 3.1 together, we get

\[
\lim_{t \to +\infty} \frac{|\eta^{1}_{q,r}(t) \cup \eta^{2}_{q,r}(t)|_{r,q}}{t} \geq 1.
\]
Now, let $t$ be large enough to ensure that

$$\frac{|\eta_{q,r}^2(t)|_p}{t} \leq \frac{C_{p,q} + 2}{3} = \alpha$$

and

$$\frac{|\eta_{q,r}^1(t) \cup \eta_{q,r}^2(t)|_q}{t} \geq \frac{2C_{p,q} + 1}{3} = \beta.$$ 

Then every point $x$ such that $x \in C_q^\infty$ and $\alpha t < \|x\|_q < \beta t$ belongs to $\eta_{q,r}^1(t) \setminus \eta_{q,r}^2(t)$, which prevents the occurrence of the event $G_{q,r}^2$.

**Step 2.** Let $q > 0$. Let us prove that $P$ almost surely, there exists at most one value $p \leq \min(q, \overline{p_c})$ such that $G_{p,q}^1 \cap G_{p,q}^2$ occurs.

Assume that there exist $p$ and $p'$ with $p < p' \leq q$ and such that $G_{p,q}^1 \cap G_{p,q}^2$ and $G_{p,q}^1 \cap G_{p',q}^2$ are satisfied. Denote by $A$ this event. Let $r$ and $s$ be two rational numbers such that $p < r < s < p'$.

By the coupling Lemma 2.2, $G_{p,q}^1 \subset G_{r,q}^1$ and $G_{p',q}^2 \subset G_{s,q}^2$, whence

$$A \subset \bigcup_{0 \leq r < s \leq q} \bigcup_{(r,s) \in G^2} G_{r,q}^1 \cap G_{s,q}^2.$$

Then, it follows from the previous step that $A$ has probability 0.

**Step 3.** Proof of Theorem 6.1. Let $q > 0$. Let $n \geq 1$, and let $E$ a finite subset of the set of real numbers $p \in [0, \min(q, \overline{p_c})]$ such that $P(G_{p,q}^1 \cap G_{p,q}^2) \geq 1/n$. By the previous step

$$\sum_{p \in E} 1\{G_{p,q}^1 \cap G_{p,q}^2\} \leq 1,$$

which implies that

$$\sum_{p \in E} P(G_{p,q}^1 \cap G_{p,q}^2) \leq 1.$$

Thus the set of $p$ such that $p \leq q$ and $P(G_{p,q}^1 \cap G_{p,q}^2) \geq 1/n$ contains at most $n$ points, which proves the theorem.
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