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Abstract. We study the time reversal phenomenon in a homogeneous and nondissipative medium containing sound-hard obstacles. We propose two mathematical models of time reversal mirrors in the frequency domain. The first one takes into account the interactions between the mirror and the obstacles. The second one provides an approximation of these interactions. We prove, in both cases, that the time reversal operator $T$ is self-adjoint and compact. The DORT method (French acronym for decomposition of the time reversal operator) is explored numerically. In particular, we show that selective focusing, which is known to occur for small and distant enough scatterers, holds when the wavelength and the size of these scatterers are of the same order of magnitude (medium frequency situation). Moreover, we present the behavior of the eigenvalues of $T$ according to the frequency, and we show their oscillations due to the interactions between the mirror and the obstacles and between the obstacles themselves.
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1. Introduction. During the last decade, time reversal techniques have been extensively studied, in particular for detection, localization, and identification of scatterers in propagative media. In the present paper, we are concerned with one of these techniques, usually referred to as the DORT method (French acronym for decomposition of the time reversal operator). This method was first developed by Prada and Fink [17] in the context of ultrasonics (see [18] for an overview). It consists in determining the invariants of a time reversal process which can be described as follows. A time reversal mirror (TRM), composed of an array of transducers, first emits an incident wave corresponding to a given distribution of signals sent to the transducers. This wave is then scattered by the presence of obstacles in the propagative medium. In a second step, the TRM measures the scattered field and time-reverses the measure, which furnishes a new distribution of signals used to reemit a new incident wave. In short, one cycle of the process corresponds to the succession of steps: emission, scattering, measure, time reversal. The so-called time reversal operator $T$ is obtained by iterating this cycle twice. The DORT method deals with the eigenvalues of $T$ and the associated eigenvectors for a fixed frequency, that is, when time-harmonic waves are considered. In this case, time reversal simply amounts to a phase conjugation. It was shown [17, 19] and confirmed by experiments that for ideally resolved or pointlike and distant enough scatterers with different reflectivities, each eigenvector corresponding to a nonzero eigenvalue of $T$ provides the signals to be sent to the transducers in
order to focus on one scatterer. A mathematical justification of these selective focusing properties is given in [8] for a far field approach, i.e., for an ideal TRM which reverses the asymptotic behavior at large distance of the wave scattered by the obstacles (in this case, the time reversal operator is related with the far field operator [13] well known in scattering theory). Other applications of the DORT method, which concern this question of focusing on a selected target, have been developed: acoustic waveguides [10, 15], electromagnetic scattering [22, 14], or propagation in random media [4].

The focusing properties of the eigenvectors of the time reversal operator are known to occur for small enough scatterers, i.e., when the diameters of the scatterers are small compared to the wavelength. Such a situation corresponds to a low frequency case. The object of the present paper is to explore the medium frequency case by a numerical approach, i.e., when the diameters and the wavelength have the same order of magnitude. The model considered here differs from commonly used models in the fact that the TRM is intrusive: instead of an array of pointlike transducers, the TRM consists of a volumic and nonpenetrable object which perturbs the acoustic field. For the sake of simplicity, we consider the usual simplified model of linear electroacoustic transducers (see, e.g., [16]): the inner behavior of the TRM is modeled by a Robin condition on its boundary.

The paper is organized as follows. In section 2, we present a mathematical model of a nonpenetrable intrusive TRM, which is closely related to the active sonar problem dealt with, for instance, in [20]. In this first model, the interactions between the scatterers and the TRM are taken into account, so that we can deal with the case where they are close to each other. Instead of the symmetric matrix obtained for a finite number of pointlike transducers, the time reversal operator then appears, like in the far field approach [8], as an operator acting in an $L^2$ space representing the finite energy space of possible excitations. The basic properties of this operator, namely self-adjointness and compactness, are proved in section 3. They essentially tell us that its spectrum is that of a symmetric matrix completed by an infinite number of nonsignificant eigenvalues. In section 4, we propose a nonpenetrable intrusive model of a TRM in which the interactions between the obstacles and the TRM are approximated. We briefly show how to adapt the proofs of section 3. Finally, we present some numerical results in section 5. We show that the expected selective focusing properties hold in the medium frequency case. Moreover, we point out the modulations of the eigenvalues of $T$ with respect to the frequency. These oscillations are due to the interactions between the scatterers and the TRM, and between the scatterers themselves.

The main result of this paper, namely the properties of the time reversal operator (Theorem 2.1), holds in many other situations which can be dealt with by similar integral techniques. For instance, here we consider sound-hard obstacles, but we could have chosen a Dirichlet or Robin boundary condition on $\partial O$ instead of the Neumann condition. Penetrable scatterers, i.e., inhomogeneities of the medium, can also be considered.

### 2. A model of nonpenetrable intrusive mirror

We consider a homogeneous medium filling the space $\mathbb{R}^n$ ($n = 2$ or 3) and containing a nonpenetrable mirror $M$ and some nonpenetrable obstacles $O$.

We study the case of an impedance condition on the boundary $\partial M$ of the mirror and a Neumann condition on the boundary $\partial O$ of the obstacles (sound-hard obstacles). Let $\Omega_M = \mathbb{R}^n \setminus M$, $\Omega_O = \mathbb{R}^n \setminus O$, and $\Omega_{M,O} = \mathbb{R}^n \setminus (M \cup O)$. We suppose that the
boundary of the mirror is excited by a signal \( g \) (proportional to the current which flows through each transducer). So, in the presence of the obstacles, we observe the total field \( \phi_T \) satisfying the problem

\[
\begin{cases}
\Delta \phi_T + k^2 \phi_T = 0 & \text{in } \Omega_{M,O}, \\
\frac{\partial \phi_T}{\partial n} + \mu \phi_T = g & \text{on } \partial M, \\
\frac{\partial \phi_T}{\partial n} = 0 & \text{on } \partial O, \\
\text{RC at } \infty,
\end{cases}
\]

(2.1)

where \( n \) denotes the unit normal vector directed into the interior of the domain \( \Omega_{M,O} \). The wave number \( k \) is defined by \( k = \omega/c \), where \( \omega \) is the frequency and \( c \) is the speed of sound in the homogeneous medium, \( \mu \) is a real parameter which represents the inverse of the open-circuit acoustic impedance of the TRM [16], and RC is the outgoing Sommerfeld “radiation condition” which, for \( \phi_T \), is

\[
\lim_{r \to +\infty} r^{\frac{n+1}{2}} \left( \frac{\partial \phi_T}{\partial r}(x) - ik\phi_T(x) \right) = 0, \quad r = |x|,
\]

(2.2)

where \( \partial \phi_T/\partial r \) denotes the radial derivative of \( \phi_T \).

In the absence of obstacles, we should observe an incident field \( \phi_I \) solution to

\[
\begin{cases}
\Delta \phi_I + k^2 \phi_I = 0 & \text{in } \Omega_{M}, \\
\frac{\partial \phi_I}{\partial n} + \mu \phi_I = g & \text{on } \partial M, \\
\text{RC at } \infty.
\end{cases}
\]

(2.3)

The perturbation due to the presence of the obstacles is the diffracted field \( \phi_D = \phi_T - \phi_I \) satisfying the problem

\[
\begin{cases}
\Delta \phi_D + k^2 \phi_D = 0 & \text{in } \Omega_{M,O}, \\
\frac{\partial \phi_D}{\partial n} + \mu \phi_D = 0 & \text{on } \partial M, \\
\frac{\partial \phi_D}{\partial n} = h & \text{on } \partial O, \\
\text{RC at } \infty,
\end{cases}
\]

(2.4)

where \( h = -\partial \phi_I/\partial n \).

We suppose that the signal measured by the mirror is equal to \( \phi_D|_{\partial M} \), the value of the diffracted field on \( \partial M \). The measured signal is then conjugated and used to generate the incident and the total fields in the next iteration.

**Time reversal operator.** Let \( R \) denote the operator describing the response of the medium, that is, the three successive steps: emission, diffraction, measure. It is defined by

\[
Rg = \phi_D|_{\partial M}.
\]
The time reversal operator is obtained by iterating the time reversal process (emission, diffraction, measure, conjugation) twice. Therefore, $T$ is given by

$$Tg = R\overline{R}g,$$

that is, $T = \overline{RR}$, where the operator $\overline{R}$ is defined by

$$\overline{R}g = \overline{Rg}.$$

**Theorem 2.1.** $T$ is a self-adjoint positive and compact operator in $L^2(\partial M)$. These properties are proved below by an integral approach based on the use of several Green’s functions.

3. Proof of Theorem 2.1. This section is devoted to the proof of the following result, from which Theorem 2.1 derives.

**Proposition 3.1.** For every $g \in L^2(\partial M)$, the response $Rg \in L^2(\partial M)$ of the medium is given by

$$(Rg)(x) = \int_{\partial M} G_R(x, y)g(y)d\sigma(y),$$

where $G_R \in L^2(\partial M \times \partial M)$ is symmetric, i.e., $G_R(x, y) = G_R(y, x)$.

This proposition shows that $R$ is a Hilbert–Schmidt operator in $L^2(\partial M)$ such that $R^* = \overline{R}$ since

$$(R^*g)(x) = \int_{\partial M} \overline{G_R(y, x)}g(y)d\sigma(y) \quad \text{and} \quad (\overline{R}g)(x) = \int_{\partial M} \overline{G_R(x, y)}g(y)d\sigma(y).$$

Hence $T = R^*R$ is self-adjoint positive and compact in $L^2(\partial M)$. It is actually a Hilbert–Schmidt operator in $L^2(\partial M)$ whose kernel $G \in L^2(\partial M \times \partial M)$ is given by

$$G(x, y) = \int_{\partial M} \overline{G_R(z, x)}G_R(z, y)d\sigma(z).$$

The spectral properties of $T$ follow. On one hand, the eigenvalues of $T$ form a decreasing sequence of positive numbers $(\lambda_n)_{n \in \mathbb{N}}$ such that $\sum_{n \in \mathbb{N}} \lambda_n^2$ is finite. On the other hand, one can choose an orthonormal basis of $L^2(\partial M)$ composed of eigenvectors of $T$, and $T$ becomes diagonal in this basis.

**Integral representations.** To prove Proposition 3.1, first recall that problems (2.1), (2.3), and (2.4) are well-posed [6] in a proper functional framework which is made precise later. Consider then the operators

$$S_T : g \mapsto \varphi_T \quad \text{solution to (2.1)},$$

$$S_I : g \mapsto \varphi_I \quad \text{solution to (2.3)},$$

$$S_D : h \mapsto \varphi_D \quad \text{solution to (2.4)},$$

as well as the Green’s functions $G_T, G_I,$ and $G_D$, which are, respectively, outgoing solutions (in the sense that they satisfy the outgoing radiation condition (2.2)) to

$$\begin{align*}
\Delta G_T(x, .) + k^2G_T(x, .) &= \delta_x \quad \text{in } \Omega_{M,O}, \\
\Theta_M G_T(x, .) &= 0 \quad \text{on } \partial M, \\
\Theta_O G_T(x, .) &= 0 \quad \text{on } \partial O,
\end{align*}$$

(3.2)
\begin{align}
&\begin{cases}
\Delta G_I(x, \cdot) + k^2 G_I(x, \cdot) = \delta_x & \text{in } \Omega_M, \\
\Theta_M G_I(x, \cdot) = 0 & \text{on } \partial M, 
\end{cases} \\
&\begin{cases}
\Delta G_D(x, \cdot) + k^2 G_D(x, \cdot) = 0 & \text{in } \Omega_{M, \partial}, \\
\Theta_M G_D(x, \cdot) = 0 & \text{on } \partial M, \\
\Theta_O G_D(x, \cdot) = -\Theta_O G_I(x, \cdot) & \text{on } \partial \Theta,
\end{cases}
\end{align}

where $\delta_x$ stands for the Dirac measure at point $x$, $\Theta_M = (\partial/\partial n + \mu)/\partial M$, and $\Theta_O = (\partial/\partial n)/\partial \Theta$. By construction, we have $G_T = G_I + G_D$.

These functions can be expressed by means of the usual Green’s function $G_0$ of the Helmholtz operator in the free space, i.e., the outgoing solution in $\mathbb{R}^n$ to $\Delta G_0(x, \cdot) + k^2 G_0(x, \cdot) = \delta_x$, which is given by

$$G_0(x, y) = \begin{cases} -e^{ik|x-y|} & \text{if } n = 3, \\ 4\pi|x-y| & \text{if } n = 2. \end{cases}$$

Indeed, we have

$$\begin{align}
G_I(x, \cdot) &= G_0(x, \cdot) + \tilde{G}_I(x, \cdot), \quad \text{where } \tilde{G}_I(x, \cdot) = -S_I \Theta_M G_0(x, \cdot), \\
G_D(x, \cdot) &= -S_D \Theta_O G_I(x, \cdot).
\end{align}$$

**Lemma 3.2.** Let $\Omega_i$ stand for $\Omega_M$ if $i = I$, and for $\Omega_{M, \partial}$ if $i = T$ or $D$. Then $\varphi_T = S_T g, \varphi_I = S_I g$, and $\varphi_D = -S_D \Theta_O \varphi_I$ are given by

$$\varphi_i(x) = \int_{\partial M} G_i(x, y) g(y) d\sigma(y) \quad \forall x \in \Omega_i, \quad i \in \{T, I, D\},$$

where the kernels $G_i$ are symmetric: $G_i(x, y) = G_i(y, x)$.

**Proof.** Formulas (3.6) are classical. For the sake of clarity, we recall briefly how to derive them from the usual integral representation [5]

$$\varphi_i(x) = \int_{\partial \Omega_i} \left\{ G_0(x, y) \frac{\partial \varphi_i}{\partial n}(y) - \frac{\partial G_0}{\partial n_y}(x, y) \varphi_i(y) \right\} d\sigma(y) \quad \forall x \in \Omega_i.$$

We use the fact that if two functions $\varphi$ and $\psi$ satisfy the Helmholtz equation either inside a bounded domain $\Lambda$, or outside $\Lambda$ together with the radiation condition (2.2), then we have the reciprocity relation [5]

$$\int_{\partial \Lambda} \left\{ \psi \frac{\partial \varphi}{\partial n} - \frac{\partial \psi}{\partial n} \varphi \right\} d\sigma = 0,$$

where the normal derivative can obviously be replaced by $(\partial/\partial n + \mu)$.

For $\varphi_I$, we replace $G_0$ in (3.7) by $G_I - \tilde{G}_I$, which yields two similar integral terms on $\partial M$. Thanks to (3.8), the term involving $\tilde{G}_I$ vanishes. The other one reduces to the single layer potential (3.6) by virtue of the boundary conditions satisfied by $\varphi_I$ and $G_I(x, \cdot)$ (see (2.3) and (3.3)).

For $\varphi_T$, the same idea applies. The integral terms are now set on $\partial M \cup \partial \Theta$. The term which involves $\tilde{G}_T = G_T - G_0$ again vanishes by (3.8). Split the other
one, which involves $G_T$, into two integrals, respectively, on $\partial M$ and $\partial \mathcal{O}$. Thanks to the boundary conditions in (2.1) and (3.2), the former simplifies as above to (3.6), whereas the latter vanishes.

Finally, subtracting the previous representations yields (3.6) for $\varphi_D = \varphi_T - \varphi_I$.

The symmetry of $G_I$ is easily deduced from that of $G_0$ by proving that the perturbation term $\tilde{G}_I$ is also symmetric. The integral representation (3.7) of $\tilde{G}_I(x,.)$ reads

$$\tilde{G}_I(x,y) = \int_{\partial M} \left\{ \Theta_M G_0(y,z)G_I(x,z) - G_0(y,z)\Theta_M \tilde{G}_I(x,z) \right\} d\sigma(z),$$

where the operator $\Theta_M$ is understood with respect to $z$. The boundary conditions satisfied by $\tilde{G}_I(x,.)$ and $\tilde{G}_I(y,.)$ then yield

$$\tilde{G}_I(x,y) = -\int_{\partial M} \Theta_M \tilde{G}_I(y,z)G_I(x,z) d\sigma(z) + \int_{\partial M} G_0(y,z)\Theta_M G_0(x,z) d\sigma(z).$$

Thanks to the reciprocity relation (3.8) applied in $\Omega_M$ for the first integral, and in $M$ for the second one, we see that both integrals are symmetric for $(x,y) \in \Omega_M \times \Omega_M$, and hence so is $\tilde{G}_I$.

The symmetry of $G_D$ is proved similarly, and that of $G_T$ follows. $\square$

**Functional details.** It is now clear that (3.1) follows from the integral representation (3.6) of $\varphi_D$ simply by taking its restriction on $\partial M$:

$$G_R(x,y) = G_D(x,y) \text{ for } (x,y) \in \partial M \times \partial M.$$ 

Hence Proposition 3.1 will be proved if we are able to justify that this double restriction actually yields a function of $L^2(\partial M \times \partial M)$. We thus have to make precise the function spaces in which the kernels $G_i$ are defined: the appropriate tool to do so is the notion of tensor product of Hilbert spaces [1].

All the domains considered are assumed to have Lipschitz boundaries (for instance, $\partial M$ and $\partial \mathcal{O}$ may be piecewise smooth). For a bounded domain $\Lambda \subset \mathbb{R}^n$, we denote

$$\mathbf{H}(\Lambda) = \{ \varphi \in H^1(\Lambda); \Delta \varphi \in L^2(\Lambda) \}.$$ 

Recall that, on one hand, the trace operator $\gamma_{\partial \Lambda} \varphi = \varphi/\partial \Lambda$ is continuous from $\mathbf{H}(\Lambda)$ to $H^{1/2}(\partial \Lambda)$, and, on the other hand, the normal derivative $(\partial \varphi/\partial n)_{\partial \Lambda}$ is continuous from $\mathbf{H}(\Lambda)$ to $H^{-1/2}(\partial \Lambda)$. Moreover, for all bounded sets $\Lambda_M \subset \Omega_M$ and $\Lambda_\mathcal{O} \subset \Omega_M, \mathcal{O}$, the operators $S_I$ and $S_D$ are continuous from $H^{-1/2}(\partial M)$ to $\mathbf{H}(\Lambda_M)$ and from $H^{-1/2}(\partial \mathcal{O})$ to $\mathbf{H}(\Lambda_\mathcal{O})$ (see [6]).

**Lemma 3.3.** Let $\Lambda_M \subset \Omega_M$ and $\Lambda_\mathcal{O} \subset \Omega_M, \mathcal{O}$ be two bounded sets such that $\partial M \subset \partial \Lambda_M$, $\partial \mathcal{O} \subset \partial \Lambda_\mathcal{O}$, and $\overline{\Lambda_M} \cap \overline{\Lambda_\mathcal{O}} = \emptyset$. Then

$$G_I \in \mathbf{H}(\Lambda_M) \hat{\otimes} \mathbf{H}(\Lambda_\mathcal{O}) \quad \text{and} \quad G_D \in \mathbf{H}(\Lambda_M) \hat{\otimes} \mathbf{H}(\Lambda_M).$$

**Proof.** Formulas (3.5), which involve operators acting on the second variable $y$, can be rewritten in terms of tensor products of operators as

$$G_I = G_0 - (Id \otimes S_I \Theta_M) G_0,$$

$$G_D = -(Id \otimes S_D \Theta_\mathcal{O}) G_I.$$
Let us first deal with $G_I$. Thanks to its symmetry, the announced property amounts to showing that $G_I \in \mathcal{H}(\Lambda_\partial) \hat{\otimes} \mathcal{H}(\Lambda_M)$. This clearly holds for $G_0$ since it is infinitely differentiable outside the diagonal $x = y$. Moreover, the above-mentioned properties of $S_I$ and traces show that $S_I \Theta_M$ is continuous from $\mathcal{H}(\Lambda_M)$ to $\mathcal{H}(\Lambda_M)$. As a consequence [1], $Id \otimes S_I \Theta_M$ is continuous from $\mathcal{H}(\Lambda_\partial) \hat{\otimes} \mathcal{H}(\Lambda_M)$ to itself. The conclusion follows.

For $G_D$, we use the previous result and the fact that $Id \otimes S_D \Theta_\partial$ is continuous from $\mathcal{H}(\Lambda_M) \hat{\otimes} \mathcal{H}(\Lambda_\partial)$ to $\mathcal{H}(\Lambda_M) \hat{\otimes} \mathcal{H}(\Lambda_M)$.

We finally have to notice that since $\gamma_{\partial M}$ is continuous from $\mathcal{H}(\Lambda_M)$ to $L^2(\partial M) \supset H^{1/2}(\partial M)$, the “double trace” $\gamma_{\partial M} \otimes \gamma_{\partial M}$ is continuous from $\mathcal{H}(\Lambda_M) \hat{\otimes} \mathcal{H}(\Lambda_M)$ to $L^2(\partial M) \hat{\otimes} L^2(\partial M) = L^2(\partial M \times \partial M)$. Hence the above lemma yields

$$G_R = (\gamma_{\partial M} \otimes \gamma_{\partial M}) G_D \in L^2(\partial M \times \partial M),$$

which is obviously symmetric. This completes the proof of Proposition 3.1 and thus of Theorem 2.1.

4. An approximate model. The model we consider in this section is an approximation of the model introduced in section 2. Although more intricate in its presentation, it leads to a reduction of the computational cost of the time reversal operator, for it separates the respective roles of the TRM and the scatterers. It can be seen as the first step of an iterative method used in the context of multiple scattering problems (see, e.g., [7, 21] and [3, 2] for a rigorous justification of the method and [12] for an overview). The coupled problem of section 2 is solved by considering the successive reflections between the TRM and the scatterers. Here only specular waves, i.e., the first reflections, are taken into account. Comparing this model with that of section 2 will help us in section 5 to understand the influence of multiple scattering between the obstacles and the TRM upon the eigenelements of the time reversal operator.

Considering the same incident wave $\varphi_I = S_Ig$ as in section 2, the diffracted field is now approximated near the TRM by a superposition of two waves: $\varphi_D = \varphi_D^{(1)} + \varphi_D^{(2)}$. The first one $\varphi_D^{(1)}$ represents the result of the diffraction of $\varphi_I$ by the scatterers alone, i.e., the outgoing solution to

$$\begin{cases}
\Delta \varphi_D^{(1)} + k^2 \varphi_D^{(1)} = 0 & \text{in } \Omega_\partial, \\
\Theta_\partial \varphi_D^{(1)} = -\Theta_\partial \varphi_I & \text{on } \partial \Omega.
\end{cases}$$

The second one is the result of the diffraction of the latter by the TRM alone, i.e., the outgoing solution to

$$\begin{cases}
\Delta \varphi_D^{(2)} + k^2 \varphi_D^{(2)} = 0 & \text{in } \Omega_M, \\
\Theta_M \varphi_D^{(2)} = -\Theta_M \varphi_D^{(1)} & \text{on } \partial M.
\end{cases}$$

We assume again that the TRM measures the trace of $\varphi_D$ on $\partial M$. Hence the response of the medium is now described by the operator

$$Rg = \varphi_D|_{\partial M} = (\varphi_D^{(1)} + \varphi_D^{(2)})|_{\partial M}.$$
The proof is similar to that of section 3. We simply have to replace the Green’s function \(G_D\) by \(G_D = G_D^{(1)} + G_D^{(2)}\), where \(G_D^{(1)}\) and \(G_D^{(2)}\) are, respectively, the outgoing solutions to
\[
\begin{cases}
\Delta G_D^{(1)}(x,.) + k^2 G_D^{(1)}(x,.) = 0 & \text{in } \Omega, \\
\Theta_\partial G_D^{(1)}(x,.) = -\Theta_\partial G_I(x,.) & \text{on } \partial \Omega
\end{cases}
\]
and
\[
\begin{cases}
\Delta G_D^{(2)}(x,.) + k^2 G_D^{(2)}(x,.) = 0 & \text{in } \Omega_M, \\
\Theta_M G_D^{(2)}(x,.) = -\Theta_M G_D^{(1)}(x,.) & \text{on } \partial M.
\end{cases}
\]

**Lemma 4.1.** The following integral representation holds:
\[
\forall x \in \Omega_{M,\partial}, \quad \varphi_D(x) = \int_{\partial M} G_D(x,y)g(y)d\sigma(y),
\]
where \(G_D\) is symmetric in \(\Omega_{M,\partial} \times \Omega_{M,\partial}\).

**Proof.** Contrary to Lemma 3.2, we are not able to give an intrinsic definition of the total field \(\varphi_I + \varphi_D\) by means of a problem such as (2.1), which would depend only on the incident field. We thus give a direct proof of the above integral representation, starting from the classical formula (3.7) applied to \(\varphi_D^{(1)}\) in \(\Omega\).

Using (3.5) and (3.8) applied to \(G_I(x,.)\) and \(\varphi_D^{(2)}\) in \(\Omega_{M,\partial}\), formula (3.7) becomes
\[
\forall x \in \Omega_{M,\partial}, \quad \varphi_D^{(1)}(x) = \int_{\partial M} \left\{ -\Theta_\partial G_I(x,y)\varphi_D^{(1)}(y) + G_I(x,y)\Theta_\partial \varphi_D^{(1)}(y) \right\} d\sigma(y),
\]
where \(\Theta_\partial\) stands for \(\Theta_M\) or \(\Theta_\partial\). Thanks to the boundary conditions satisfied by \(G_I(x,.)\) and \(\varphi_D^{(2)}\), the contribution on \(\partial M\) is nothing but \(S_I \Theta_M \varphi_D^{(1)} = -\varphi_D^{(2)}\) by Lemma 3.2, and so the contribution on \(\partial \Omega\) is exactly \(\varphi_D(x)\). We thus have
\[
(4.3) \quad \varphi_D(x) = \int_{\partial \Omega} \left\{ \Theta_\partial G_D^{(1)}(x,y)\varphi_D^{(1)}(y) - G_I(x,y)\Theta_\partial \varphi_I(y) \right\} d\sigma(y)
\]
\[
= \int_{\partial \Omega} \left\{ G_D^{(1)}(x,y)\Theta_\partial \varphi_D^{(1)}(y) - \Theta_\partial G_I(x,y)\varphi_I(y) \right\} d\sigma(y)
\]
\[
= \int_{\partial \Omega} \left\{ -G_D^{(1)}(x,y)\Theta_\partial \varphi_I(y) + \Theta_\partial G_D^{(1)}(x,y)\varphi_I(y) \right\} d\sigma(y)
\]
\[
= \int_{\partial M} \left\{ G_D^{(1)}(x,y)\Theta_M \varphi_I(y) - \Theta_M G_D^{(1)}(x,y)\varphi_I(y) \right\} d\sigma(y).
\]

The first and third equalities result from the boundary conditions satisfied by \(G_D^{(1)}(x,.)\) and \(\varphi_D^{(1)}\). The second one derives from the reciprocity relation (3.8) applied, on one hand, to \(G_D^{(1)}(x,.)\) and \(\varphi_D^{(1)}\) in \(\Omega\) and, on the other hand, to \(G_I(x,.)\) and \(\varphi_I\) in \(\Omega\). The last one again results from (3.8) applied to \(G_D^{(1)}(x,.)\) and \(\varphi_I\) in \(\Omega_{M,\partial}\). Noticing finally that \(\Theta_M G_D^{(2)}(x,.) = -\Theta_M G_D^{(1)}(x,.)\), we have
\[
\int_{\partial M} \Theta_M G_D^{(1)}(x,y)\varphi_I(y)d\sigma(y) = -\int_{\partial M} G_D^{(2)}(x,y)\Theta_M \varphi_I(y)d\sigma(y),
\]
Finally, we discretize problem (5.3) to obtain a linear system that we solve numerically.

The symmetry of \( G_D(x, \cdot) \) is proved by the same argument as in Lemma 3.2. Since \( G_D^{(1)}(x, \cdot) \) and \( G_D^{(2)}(x, \cdot) \) play the same role as \( \varphi_D^{(1)} \) and \( \varphi_D^{(2)} \), we obtain for \( G_D(x, y) \) a formula similar to (4.3):

\[
G_D(x, y) = \int_{\partial \mathcal{O}} \left\{ \Theta_G G_D^{(1)}(y, z) G_D^{(1)}(x, z) - G_I(y, z) \Theta_G G_I(x, z) \right\} \, d\sigma(z),
\]

where both terms are symmetric by (3.8).

5. Two-dimensional numerical simulation. To solve numerically problems (2.3), (2.4), (4.1), and (4.2), we formulate them in bounded domains to apply a finite element method. We use the so-called coupling method between integral representation and finite elements, which is a nonsingular alternative to the well-known integral equation techniques. This method has been introduced by Jami and Lenoir [9] in hydrodynamics and then extended to many other wave propagation problems.

5.1. Bounded domain formulation. We describe the method only for problem (4.1), but the same technique is also applied for the other ones. We consider a bounded domain \( \Omega' \) surrounding \( \mathcal{O} \) and included in \( \Omega_O \) (see Figure 5.1), and we introduce the following problem set in the domain \( \Omega' \):

\[
\begin{cases}
\Delta \varphi' + k^2 \varphi' = 0 & \text{in } \Omega', \\
\frac{\partial \varphi'}{\partial n} = h & \text{on } \partial \mathcal{O}, \\
\Theta_\Sigma \varphi' = \Theta_\Sigma \int_{\partial \mathcal{O}} \left\{ G_0(\cdot, y) \frac{\partial \varphi'}{\partial n}(y) - \frac{\partial G_0(\cdot, y)}{\partial n_y} \varphi'(y) \right\} \, d\sigma(y) & \text{on } \Sigma,
\end{cases}
\]

where \( \Sigma = \partial \Omega' \setminus \partial \mathcal{O} \) and \( \Theta_\Sigma = (\partial / \partial n + \beta) \), \( \beta \) being an arbitrary complex parameter.

It is clear that if \( \varphi_D^{(1)} \) is a solution of (4.1), then \( \varphi' = \varphi_D^{(1)} \) is a solution of problem (5.1). Similarly, provided \( \text{Im}(\beta) \neq 0 \), every solution \( \varphi' \) of (5.1) can be uniquely extended to a solution \( \varphi_D^{(1)} \) of (4.1) by the integral representation formula on \( \partial \mathcal{O} \):

\[
\forall x \in \Omega_O, \quad \varphi_D^{(1)}(x) = \int_{\partial \mathcal{O}} \left\{ G_0(x, y) \frac{\partial \varphi'}{\partial n}(y) - \frac{\partial G_0(\cdot, y)}{\partial n_y} \varphi'(y) \right\} \, d\sigma(y).
\]

The variational formulation of the problem (5.1) is the following:

\[
\begin{align*}
\text{Find } \varphi' & \in H^1(\Omega') \text{ such that } \forall \psi \in H^1(\Omega'), \text{ we have } \\
& \int_{\Omega'} \nabla \varphi' \cdot \nabla \psi - k^2 \int_{\Omega'} \varphi' \psi - \beta \int_{\Sigma} \varphi' \psi \\
& + \int_{\Sigma} \overline{\psi(x)} \int_{\partial \mathcal{O}} \varphi'(y) \left( \frac{\partial}{\partial n_x} + \beta \right) \frac{\partial G_0}{\partial n_y}(x, y) \, d\sigma(y) \, d\sigma(x) \\
& - \int_{\partial \mathcal{O}} \overline{h \psi} + \int_{\Sigma} \overline{\psi(x)} \int_{\partial \mathcal{O}} h(y) \left( \frac{\partial}{\partial n_x} + \beta \right) G_0(x, y) \, d\sigma(y) \, d\sigma(x) \text{.}
\end{align*}
\]

Finally, we discretize problem (5.3) to obtain a linear system that we solve numerically.
5.2. Numerical results. All the numerical results are obtained by the code MELINA [11]. We consider an oblong mirror of width 8 and height 1 and two half-disk obstacles of diameters 4 and 2 (see Figure 5.2). We denote by $D$ the distance between the mirror and the obstacles. The distance between the scatterers is $\delta = 2$. We investigate two cases: $D = 3$ and $D = 8$. We consider here a Neumann condition on the boundary of the mirror $\partial M$ ($\mu = 0$, that is, the case of a large acoustic impedance of the transducers).

Figure 5.3 (respectively, Figure 5.4) shows the amplitude of the total field corresponding to the emission of the first (respectively, second) eigenvector associated with $\lambda_1 = 0.0499$ if $D = 8$ and $\lambda_1 = 0.2211$ if $D = 3$ (respectively, $\lambda_2 = 0.0191$ if $D = 8$ and $\lambda_2 = 0.0534$ if $D = 3$) in the case of the first model presented in section 2 and where $k = 3.14$ (the wavelength $l_w = 2\pi/k = 2$ is then equal to the distance between the obstacles $\delta$). We observe that the wave is focused on the biggest obstacle (respectively, the smallest). When emitting the third eigenvector associated with $\lambda_3 = 0.0002$ if $D = 8$ and $\lambda_3 = 0.0085$ if $D = 3$, we see in Figure 5.5 that the wave again focuses on the biggest scatterer, although it seems less concentrated in its vicinity than for the first eigenvector. These results essentially show that selective focusing, which is known to occur for small and distant enough scatterers [8], is achieved even though the size of the obstacles, the distance between them, and the wavelength are of the same order.

Figure 5.10 shows the first four eigenvalues of the time reversal operator $T$ ac-
Fig. 5.3. Emission of the first eigenvector for \( k = 3.14 \) (left: \( D = 8 \), right: \( D = 3 \)).

Fig. 5.4. Emission of the second eigenvector for \( k = 3.14 \) (left: \( D = 8 \), right: \( D = 3 \)).

Fig. 5.5. Emission of the third eigenvector for \( k = 3.14 \) (left: \( D = 8 \), right: \( D = 3 \)).

According to the wave number \( k \) in the case of the first model presented in section 2, where the interactions between the mirror and the obstacles are taken into account and where the distance \( D \) between them is, respectively, 8 or 3. Figure 5.11 shows the same results in the case of the second model, where these interactions are approximated by only the first reflections.

We can first notice in these figures that there is only one significant eigenvalue \( \lambda_1 \) at low frequencies, which follows from the fact that the wavelength \( l_w \) is large compared to the distance \( \delta \) between the two obstacles, so that the mirror cannot distinguish between them and see them as only one. For \( k = 0.325 \) (that is, \( l_w \simeq 19 \)), this is illustrated by Figure 5.6 (respectively, Figure 5.7), which shows the amplitude of the total field corresponding to the emission of the first (respectively, second) eigenvector associated with \( \lambda_1 = 0.6994 \) if \( D = 8 \) and \( \lambda_1 = 3.2717 \) if \( D = 3 \) (respectively,
Fig. 5.6. Emission of the first eigenvector for $k = 0.325$ (left: $D = 8$, right: $D = 3$).

Fig. 5.7. Emission of the second eigenvector for $k = 0.325$ (left: $D = 8$, right: $D = 3$).

Fig. 5.8. Emission of the first eigenvector for $k = 0.875$ (left: $D = 8$, right: $D = 3$).

Fig. 5.9. Emission of the second eigenvector for $k = 0.875$ (left: $D = 8$, right: $D = 3$).
\( \lambda_2 = 0.0006 \) if \( D = 8 \) and \( \lambda_2 = 0.0265 \) if \( D = 3 \) in the case of the first model presented in section 2.

When \( k \) increases, Figures 5.10 and 5.11 show that there are two significant eigenvalues: the gap with the third eigenvalue is pronounced when \( D = 8 \) and becomes smaller when \( D = 3 \). This confirms a well-known effect: this gap increases when the angular aperture under which the TRM is seen from the obstacles decreases.

We note the presence of oscillations of the first two eigenvalues of \( T \) in the case of the first model (Figure 5.10) contrary to the case of the second model (Figure 5.11). To understand this, we show in Figure 5.12 the first two eigenvalues of the two models where, respectively, \( D = 3 \) and \( D = 8 \). We remark that the eigenvalues for the first model oscillate around the corresponding eigenvalues for the second model. This can be explained by the fact that the interactions between the mirror and the obstacles can be constructive or destructive according to the distance between the mirror and
the obstacles. For the greatest eigenvalue, we note the dependence of the period of oscillations on the distance between the mirror and the obstacles: $\Delta k \approx \pi / D$. More precisely, the interactions between the mirror and the obstacles are constructive for the wave numbers $k_n \approx n\pi / D$, $n \in \mathbb{N}^*$ (which correspond to local maxima of $\lambda_1$), and destructive for $k_n \approx ((n - 1/2)\pi) / D$, $n \in \mathbb{N}^*$. This can be explained by the fact that the wave numbers $n\pi / D$, $n \in \mathbb{N}^*$, represent the eigenvalues of the operator $-\Delta$ with Neumann conditions on the boundaries in the one-dimensional domain $[0, D]$, and the corresponding eigenfunctions are $\varphi_n(y) = \cos(k_ny)$, $y \in [0, D]$.

To study the interactions between the obstacles, we now show in Figure 5.13 the first and second eigenvalues of $T$ for the approximate model and for $D = 3$, together with the first eigenvalue of $T$ for the same model but with a new geometrical configuration in which only the biggest or the smallest obstacle is present. We observe that, at medium frequencies, there is a good coincidence between the first eigenvalue of $T$ corresponding to the case where the two obstacles are present and the one where there is only the biggest obstacle, which explains that the interactions due to the smallest obstacle are negligible. Meanwhile, the second eigenvalue of $T$ corresponding to the case where the two obstacles are present oscillates smoothly around the first eigenvalue where there is only the smallest obstacle, which proves that the interactions due to the biggest obstacle are important.

Figure 5.10 shows that the two greatest eigenvalues become very close near particular values of $k$. When the time reversal operator has a double eigenvalue, which occurs, for instance, in the case of two identical targets, one generally requires additional information to identify the selective focusing fields within the two-dimensional eigenspace. Here the slight distance between both eigenvalues seems sufficient to identify these fields. Consider, for example, the case $D = 3$ and $k = 0.875$, where $\lambda_1 = 0.1760$ and $\lambda_2 = 0.1637$. The associated eigenvectors generate the fields represented in Figures 5.8 and 5.9 (right). Although both targets are separated by less than one-third of a wavelength, the TRM clearly distinguishes them, contrary to the low frequency situation of Figure 5.6. This effect results from the proximity of the TRM which acts in the near field. Indeed, if the TRM is moved away to $D = 8$ with the same wave number (Figures 5.8 and 5.9 (left)), both targets are seen as a single one, as in the above-mentioned low frequency case.
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