THE SADDLE-POINT METHOD
FOR GENERAL PARTITION FUNCTIONS

GREGORY DEBRUYNE AND GÉRALD TENENBAUM

Abstract. We apply the saddle-point method to derive asymptotic estimates or asymptotic series for the number of partitions of a natural integer into parts chosen from a subset of the positive integers whose associated Dirichlet series satisfies certain analytic properties. This enables grouping in a single statement many cases studied in the literature, as well as a number of new ones.

1. INTRODUCTION

Given a subset $\Lambda$ of the set $\mathbb{N}^*$ of positive integers, we define, for each integer $n \geq 1$, the number $p_{\Lambda}(n)$ of partitions of $n$ all of whose summands belong to $\Lambda$. In this work, we investigate how the saddle-point method may be employed to derive asymptotic information on $p_{\Lambda}(n)$ from analytic properties of the associated Dirichlet series

\begin{equation}
L_{\Lambda}(z) := \sum_{m \in \Lambda} m^{-z},
\end{equation}

initially defined on the half-plane $\text{Re } z > \sigma_c(\Lambda)$, where $\sigma_c(\Lambda) > 0$ is the abscissa of convergence.

Asymptotics for $p_{\Lambda}(n)$ through the saddle-point method have already been achieved in [7, 8], which elaborated upon. These papers actually consider moments of partitions, which is more general than the present study. On the other hand, we aim here at full asymptotic expansions rather than just obtaining main terms. Our restrictions on the set $\Lambda$ are also slightly weaker inasmuch we do not require that $1 \in \Lambda$.

We note right away that, as $\sigma_c(\Lambda) > 0$, $\Lambda$ is infinite, and that it follows from the Phragmén–Landau theorem (see, e.g., [9, th. II.1.9]) that $\sigma_c(\Lambda)$ is a singularity of $L_{\Lambda}$ and so this series cannot be continued as an entire function.

For $\Lambda \subseteq \mathbb{N}^*$, we define the greatest common divisor of $\Lambda$, and write $\gcd(\Lambda)$, as the greatest natural number $q$ such that $\Lambda \subseteq q\mathbb{N}^* = \{q, 2q, 3q, \ldots\}$.

Given $A \in \mathbb{R}$, we define the class $\mathcal{C}(A)$ comprising those subsets $\Lambda$ fulfilling the following conditions:

(a) $\gcd(\Lambda) = 1$;
(b) $L_{\Lambda}$ may be meromorphically continued to the closed half-plane $\text{Re } z \geq -\varepsilon$ for suitable $\varepsilon > 0$;
(c) this continuation presents a unique simple pole at $z = \sigma_c(\Lambda)$ with residue $A$;
(d) we have $|L_{\Lambda}(-\varepsilon + it)| \ll e^{a|t|}$ ($t \in \mathbb{R}$) for some $a < \pi/2$.

We furthermore define the subclass $\mathcal{D}(A)$ of $\mathcal{C}(A)$ comprising those subsets $\Lambda$ satisfying the extra conditions:

(e) $L_{\Lambda}$ may be meromorphically continued to $\mathbb{C}$;
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\textsuperscript{1}Throughout this paper, we let $\mathbb{N}$ denote the set of non-negative integers and write $\mathbb{N}^* := \mathbb{N} \setminus \{0\}$.
(f) for suitable $R_N \to \infty$ and some $a < \pi/2$, we have

$$|L_A(-R_N + it)| \ll \exp(a|t|) \quad (t \in \mathbb{R}, N \to \infty)$$

(g) for all $q \geq 2$ the set $\Lambda \backslash q\mathbb{N}$ is infinite.

**Theorem 1.1.** Let $A \in \mathbb{R}$ and $\Lambda \in \mathcal{C}(A)$. Then

$$p_A(n) \sim b e^{\alpha n/(\alpha+1)} n^b \quad (n \to \infty),$$

where $\alpha := \sigma_c(\Lambda)$, $b := (1 - L_A(0) + \alpha/2)/(\alpha + 1)$ and

$$a := \{\alpha/(1 + \alpha)\zeta(1 + \alpha)\}^{1/(\alpha+1)}, \quad b := \frac{e^{L_A(0)} - L_A(0) + 1/2}{\sqrt{2\pi(1 + \alpha)}}, \quad c := a(1 + 1/\alpha).$$

Moreover, if $\Lambda \in \mathcal{D}(A)$, then there exist constants $\gamma_{j,h}$ $(j, h) \in \mathbb{N}^2$ such that for each $N \geq 1$,

$$p_A(n) = \frac{b e^{\alpha n/(\alpha+1)}}{a^b} \left\{ 1 + \sum_{j+h \geq 1 \atop j \alpha + h \in N(\alpha+1)} \frac{\gamma_{j,h}}{n^{(j \alpha + h)/(\alpha+1)}} + O\left(\frac{1}{n^{N}}\right) \right\}.$$ 

Explicit values of the constants $\gamma_{j,h}$ can be obtained from the calculations in our proof. For instance, we have

$$\gamma_{1,0} = \frac{1}{2(1 + \alpha)a} \left\{-L_A(0)^2 + L_A(0)(\alpha + 1) + \frac{1}{3}(\alpha + 3)(\alpha + 2) - \frac{5}{12}(\alpha + 2)^2\right\},$$

$$\gamma_{0,1} = \frac{1}{2} a L_A(-1).$$

2. The generating function

For notational simplicity, in the sequel we drop the suffix $\Lambda$ from $p_A$ and $L_A$. With the convention that $p(0) = 1$, we set $F$ as the generating function of $p$,

$$F(s) = \sum_{n \in \mathbb{N}} p(n) e^{-sn} = \prod_{m \in \Lambda} (1 - e^{-sm})^{-1} \quad (\text{Re } s > 0),$$

so that $p(n)$ may be recovered through Cauchy’s formula

$$p(n) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} e^{sn} F(s) ds = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{\alpha sn + \alpha \pi n} F(\sigma + it) dt \quad (n \geq 0, \sigma > 0).$$

The principle of the saddle-point method consists in selecting $\sigma$ as the solution of the equation $-F'(\sigma)/F(\sigma) = n$, which we shall denote by $\sigma = \rho_0$. We shall need some approximations to $\Phi := \log F$ and its derivatives. We use the determination of $\Phi$ obtained by summing the principal branches of the complex logarithms of each term of the infinite product (2.1). Thus, for $\text{Re } s > 0$, we have

$$\Phi(s) := \log F(s) = - \sum_{m \in \Lambda} \log(1 - e^{-sm}) = \sum_{m \in \Lambda} \sum_{k \geq 1} \frac{e^{-mks}}{k} = \sum_{n \geq 1} \frac{f(n)}{n} e^{-sn},$$

where

$$f(n) := \sum_{m \in \Lambda \atop m|n} m \quad (n \geq 1).$$

Note that $-\Phi'(\sigma)$ is strictly decreasing from $\infty$ to $0$ on $(0, \infty)$, so $-\Phi'(\sigma) = n$ has indeed a unique solution. By the Mellin inversion formula for $e^{-sn}$ and the convolution identity

$$\sum_{n \geq 1} \frac{f(n)}{n^{z+1}} = \zeta(z + 1)L(z) \quad (\text{Re } z > \alpha),$$
where $\zeta$ stands for the Riemann zeta function, we obtain
\begin{equation}
\Phi(s) = \frac{1}{2\pi i} \int_{2-i\infty}^{2+i\infty} \Gamma(z)\zeta(z+1)L(z) \frac{dz}{sz} \quad (\text{Re } s > 0).
\end{equation}
Differentiating under the integral sign, one obtains, for natural $k$,
\begin{equation}
\Phi^{(k)}(s) = \frac{(-1)^k}{2\pi i} \int_{2-i\infty}^{2+i\infty} \Gamma(z+k)\zeta(z+1)L(z) \frac{dz}{s^{z+k}} \quad (\text{Re } s > 0).
\end{equation}
We move the line of integration to $\text{Re } z = -\varepsilon$, resp. (for $\mathcal{D}(A)$) $\text{Re } z = -R_N$. This is allowed since $\zeta$ has finite order in every vertical strip, $\Gamma$ has exponential decay $\ll_{\delta} e^{-\delta |y|}$ for any $\delta > 0$ on every vertical strip by the complex Stirling formula and
\begin{equation}
L(z) - A/(z - \alpha) \ll e^{\varepsilon |y|} \quad (-\varepsilon \leq x \leq 2, \text{ resp. } -R_N \leq x \leq 2),
\end{equation}
y by hypothesis and Hadamard’s three-circle theorem. (By the same result we may also assume that $R_N$ is not an integer.) Taking the residues into account, we obtain, for $k \geq 1$, as $\sigma \to 0+$,
\begin{equation}
\Phi(\sigma) = \frac{A\Gamma(\alpha)\zeta(1+\alpha)}{\sigma^\alpha} - L(0) \log \sigma + L'(0) + O(\sigma^\varepsilon),
\end{equation}
\begin{equation}
(-1)^k\Phi^{(k)}(\sigma) = \frac{A\Gamma(k+\alpha)\zeta(1+\alpha)}{\sigma^{\alpha+k}} + \frac{\Gamma(k)L(0)}{\sigma^k} + O\left(\frac{1}{\sigma^{k-\varepsilon}}\right),
\end{equation}
and, in the case $\Lambda \in \mathcal{D}(A)$,
\begin{equation}
\Phi(\sigma) = \frac{A\Gamma(\alpha)\zeta(1+\alpha)}{\sigma^\alpha} - L(0) \log \sigma + L'(0) - \zeta(0)L(-1)\sigma + \sum_{1 \leq j \leq R_N/2} \frac{\zeta(1-2j)L(-2j)}{(2j)!} \sigma^{2j} + O(\sigma R_N),
\end{equation}
\begin{equation}
(-1)^k\Phi^{(k)}(\sigma) = \frac{A\Gamma(k+\alpha)\zeta(1+\alpha)}{\sigma^{\alpha+k}} + \frac{\Gamma(k)L(0)}{\sigma^k} + \sum_{1 \leq j \leq R_N+k-1} \frac{(-1)^{j+k-1}\zeta(2-k-j)L(1-k-j)}{(j+k-1)!} \sigma^{j-1} + O(\sigma R_{N-k}),
\end{equation}
where we have exploited the fact that $\zeta$ vanishes at negative even integers and therefore cancels the corresponding poles of $\Gamma$. We can now approximately solve the saddle-point equation $-\Phi'(\varrho) = n$ via, for example, the method of iteration or the classical approach resting on Rouché’s theorem. We find that
\begin{equation}
\varrho = \left\{\frac{A\Gamma(1+\alpha)\zeta(1+\alpha)}{n^{1/(1+\alpha)}}\right\}^{1/(1+\alpha)} + L(0) \frac{(1+\alpha)n + O\left(\frac{1}{n^{1+1/(1+\alpha)}}\right)}{(1+\alpha)n},
\end{equation}
provided $\varepsilon < \alpha$. In the case $\Lambda \in \mathcal{D}(A)$, we obtain the existence of constants $c_{j,h}$ such that
\begin{equation}
\varrho = \sum_{(j,h) \in E} \frac{c_{j,h}}{n^{(j+\alpha+h)/(1+\alpha)}} + O\left(\frac{1}{n^{1+R_N/(1+\alpha)}}\right),
\end{equation}
where $E$ is, for sufficiently large $Y = Y_N$, the intersection of $[0,Y]^2$ with
\begin{equation}
\{(j,1) : j \geq 0\} \cup \{(j,2) : j \geq 1\} \cup \{(j,2h+u) : u = 1 \text{ or } 2, j \geq u, h \geq 1\}.
\end{equation}
Note that the values of the constants $c_{0,1}$ and $c_{1,1}$ are consistent with formula (2.10). We also have
\begin{equation}
c_{2,1} = \alpha L(0)^2/(2(1+\alpha)^2), \quad c_{1,2} = \zeta(0)L(-1)a/(1+\alpha)
\end{equation}
thereby enabling us to establish (1.4).

With the above approximations for $\varrho$, $\Phi$ and its derivatives at hand, we can proceed to estimate the integral (2.2). The first step consists in bounding the contribution of those $s$ that are sufficiently far from the saddle point $\varrho$. 

3. The contribution away from the saddle point

In order to deal with the singularities away from \( s = \varrho \) in this general setting, we present an argument that differs from that of the corresponding Lemma 2.3 in [10]. The proof given there relied on the arithmetic structure of the \( k \)-powers via the use of Weyl’s inequality—and actually provides a sharper bound than the one we obtain below. In our general framework we wish to reduce the use of specific arithmetic structure as much as possible. Therefore, we shall only use the necessary arithmetic assumption that \( \gcd(\Lambda) = 1 \) and the regularity condition (3.1) stated below. Note that (3.1) can readily be deduced from the assumptions of Theorem 1.1 via for example the Wiener-Ikehara Tauberian theorem\(^3\) with \( c = A/\alpha \).

Recalling the definition of \( F \) in (2.1), we have the following estimate.

**Lemma 3.1.** Set \( 1 < \beta < 1 + \alpha/2 \). Suppose that \( \gcd(\Lambda) = 1 \) and that, for a suitable constant \( c > 0 \), we have

\[
|\Lambda \cap [1, x]| \sim cx^\alpha \quad (x \to \infty).
\]

Then

\[
\int_{\varrho \varepsilon \leq |t| \leq \pi} e^{itn} F(\varrho + it) dt \ll \varrho^2 F(\varrho),
\]

If additionally \( \Lambda \setminus \varrho \mathbb{N} \) is infinite for all \( \varrho \geq 2 \), then the left-hand side of (3.2) is \( \ll N \varrho^N F(\varrho) \) for any fixed \( N \).

**Proof.** Our first goal consists in showing that the contribution of the range \( \{ t : 2\pi \varrho < |t| \leq \pi \} \) to the integral in (3.2) is compatible with the required estimate. By symmetry, we may restrict to the interval \( J := [2\pi \varrho, \pi] \). To achieve this first objective, we shall prove that, under the stated assumptions, we have \( |F(\varrho + it)| \ll \varrho^2 F(\varrho) \) except for a set of measure \( \ll \varrho \) on which we have at least \( |F(\varrho + it)| \ll \varrho F(\varrho) \).

We note right away that hypothesis (3.1) implies, for suitably large \( R_0 \),

\[
|\Lambda \cap [R, 2R]| \gg R^\alpha \quad (R > R_0).
\]

By Dirichlet’s approximation theorem every \( t \in J \) may be represented in the form \( t/2\pi = a/q + r \) with \( (a, q) = 1 \), \( q \leq 3R_0 \) and \( 0 \leq r \leq 1/3qR_0 \).

We start by analyzing the contribution of the “minor arcs” comprising those \( t \in J \) such that \( 2q/3q < r \leq 1/3qR_0 \). We note that we do allow the fraction \( a = 0 \), \( q = 1 \) for the minor arcs, but not for the major arcs later on. Since

\[
|1 - e^{-m(e+it)}|^2 = (1 - e^{-me})^2 + 2e^{-me}\{1 - \cos(mt)\},
\]

we have, defining classically \( ||\vartheta|| \) as the distance from the real number \( \vartheta \) to the set of integers,

\[
\frac{|F(\varrho + it)|}{F(\varrho)} = \prod_{m \in \Lambda} \left( 1 + \frac{4\sin^2(mt/2)}{e^{me}(1 - e^{-me})^2} \right)^{-1/2} \leq \prod_{m \in \Lambda} \left( 1 + \frac{16||mt/2\pi||^2}{e^{me}(1 - e^{-me})^2} \right)^{-1/2}
\]

\[
\leq \prod_{m \leq 1/\varrho} \left( 1 + \frac{5||mt/2\pi||^2}{(1 - e^{-me})^2} \right)^{-1/2} \leq \prod_{1/3rq \in m \leq 2/3rq} \left( 1 + \frac{5||mt/2\pi||^2}{m^2 q^2} \right)^{-1/2}.
\]

\(^3\)See the corrected version available on arXiv

\(^3\)Naturally, the assumptions of Theorem 1.1 provide a stronger error term than (3.1)—see, e.g., [9, th.II.7.13]. The benefit of using (3.1) lies in the fact that our argument may still go through even if the \( L \)-function admits some additional singularities. The Wiener-Ikehara Tauberian theorem already shows that only a continuous extension of \( L(\varrho) \) to \( \{ \text{Re } z \geq \alpha, \ z \neq \alpha \} \) suffices to conclude (3.1). Furthermore, even when \( L(\varrho) = A/(\varrho - \alpha) \) cannot be continuously extended to the whole line \( \text{Re } z = \alpha \), but only to some interval \( (\alpha - \delta, \alpha + \delta) \), one may still appeal to the finite form version of the Wiener-Ikehara theorem due to Graham and Vaaler—see, e.g., [6, th. III.5.4], to get a regularity condition that is sufficient. It only requires minor modifications to the proof of Lemma 3.1.
Now, for \(1/3rq \leq m \leq 2/3rq\), we have \(1/3q \leq |mt/2\pi - ma/q| \leq 2/3q\) and so \(\|mt/2\pi\| \geq 1/3q\) Thus
\[
\left| \frac{F(\varrho + it)}{F(\varrho)} \right| \leq \prod_{1/3rq \leq m \leq 2/3rq} \left( 1 + \frac{5}{9q^2m^2\varrho^2} \right)^{-1/2} \leq \prod_{1/3rq \leq m \leq 2/3rq} \left( 1 + \frac{5\varrho^2}{4\varrho^2} \right)^{-1/2}.
\]
If \(2\varrho/3q \leq r \leq \sqrt{\varrho}\), we get
\[
\left| \frac{F(\varrho + it)}{F(\varrho)} \right| \leq \left( 1 + \frac{5}{9q^2} \right)^{-c_0/(rq)^\alpha} \ll e^{-c_1/\varrho^{\alpha/2}}
\]
where \(c_0\) and \(c_1\) only depend on \(R_0\).

When \(\sqrt{\varrho} < r \leq 1/3qR_0\), we deduce from (3.3) that \(T := |\Lambda \cap [1/3rq,2/3rq]| \geq 4\) for fixed \(R_0\) and sufficiently large \(n\). It follows that
\[
\left( 1 + \frac{5}{4\varrho} \right)^{-T/2} \ll \varrho^c.
\]

This completes the treatment of the so-called minor arcs.

We next consider the contribution of the “major arcs”, corresponding to the case
\[0 \leq r \leq 2\varrho/3q.\]

Let \(m_q := \min\{ \Lambda \setminus q\mathbb{N} \}\) \((2 \leq q \leq 3R_0)\). Observe that \(r \leq 1/m_q\) for large \(n\), and so \(|m_qt/2\pi| \geq 1/3q\) for all \(t \in J\) belonging to the major arcs (whose Dirichlet approximation is a fraction with denominator \(q\)), hence bounding the products as before yields
\[
\left| \frac{F(\varrho + it)}{F(\varrho)} \right| \leq \left( 1 + \frac{5\|m_qt/2\pi\|}{m_q^2\varrho^2} \right)^{-1/2} \leq \left( 1 + \frac{5}{9q^2m_q^2\varrho^2} \right)^{-1/2} \leq C_q\varrho.
\]

However the overall measure of the major arcs is
\[
\sum_{2 \leq q \leq 3R_0} 2\varphi(q)\varrho/3q \ll \varrho,
\]
where the implied constant only depends on \(R_0\). Therefore we infer from (3.5) that the contribution of the major arcs to the integral (3.2) is \(\ll \varrho^2F(\varrho)\), thereby completing the proof of our first goal.

Hardly anything changes when \(\Lambda \setminus q\mathbb{N}\) is infinite for all natural \(q \geq 2\). Indeed, on the one hand, we may take \(T\) as large as we wish in (3.4) and, on the other hand, this extra assumption implies that, instead of a single element \(m_q\), we may select \(N\) ones from \(\Lambda \setminus q\mathbb{N}\) when evaluating the contribution of the major arcs, so that the upper bound corresponding to (3.5) becomes \(\ll_N \varrho^N\).

It remains to bound the contribution to (3.2) coming from the range \(\varrho^3 \leq t \leq 2\pi\varrho\). To this end, we can employ a similar but substantially simpler argument. Indeed, we now have \(\|mt/2\pi\| = nt/2\pi\) for \(m \leq 1/2\varrho\). Thus, with \(T := |\Lambda \cap [1,1/2\varrho]| \gg 1/\varrho^\alpha\) in view of (3.1),
\[
\left| \frac{F(\varrho + it)}{F(\varrho)} \right| \leq \prod_{m \leq 1/2\varrho} \left( 1 + \frac{9\|nt/2\pi\|^2}{m^2\varrho^2} \right)^{-1/2} \leq \left( 1 + \frac{1}{5}\varrho^{2\alpha-2} \right)^{-T/2} \ll e^{-c_2\varrho^{2\alpha-2}} \ll_N \varrho^N.
\]

This completes the proof of (3.2). □

4. The contribution of the saddle point:
COMPLETION OF THE PROOF OF THEOREM 1.1

By the results of Section 3 and (2.2), it only remains to estimate

\[ I := \int_{|t| \leq \rho^3} e^{\Phi_\rho(it) + itn} dt, \]

for some \( \beta < 1 + \alpha/2 \). We shall expand \( \Phi_\rho(it) \) as a Taylor series at \( \rho \). The estimation of
the error terms requires that \( \beta > 1 + \alpha/3 \), so that \( |t^k \Phi_\rho^{(k)}(\rho)| \ll 1 \) for \( k \geq 3 \) and \( \ll \rho^N \) for
\( k \geq 3(N + \alpha)/\alpha \), as implied by (2.8). Write

\[ E(t) := \sum_{3 \leq k \leq 3(N + \alpha)/\alpha} \frac{(it)^k \Phi_\rho^{(k)}(\rho)}{k!}. \]

Since \( \Phi'(\rho) + n = 0 \) by construction, we obtain, for \( H > N/(3\beta - 3 - \alpha) \),

\[ I = F(\rho) \int_{|t| \leq \rho^3} e^{-t^2 \Phi_\rho'(\rho)/2 + E(t) + \tilde{O}(\rho^N)} dt \]

\[ = F(\rho) \int_{|t| \leq \rho^3} e^{-t^2 \Phi_\rho'(\rho)/2} \left\{ 1 + \sum_{1 \leq h \leq H} \frac{E(t)^h}{h!} + \tilde{O}(\rho^N) \right\} dt \]

\[ = F(\rho) \int_{|t| \leq \rho^3} e^{-t^2 \Phi_\rho'(\rho)/2} \left\{ 1 + \sum_{3 \leq k \leq 3H(N + \alpha)/\alpha} \lambda_k(\rho)t^k + \tilde{O}(\rho^N) \right\} dt, \]

where

\[ (1.1) \]

\[ \lambda_k(\rho) = i^k \sum_{1 \leq h \leq H} \frac{1}{h!} \sum_{3 \leq m_1, \ldots, m_h \leq 3(N + \alpha)/\alpha} \prod_{1 \leq j \leq h} \frac{\Phi(m_j)(\rho)}{m_j^1}. \]

Since the integration range is symmetrical around the origin, only even \( k \) contribute. As

\[ \int_{|t| \leq \rho^3} e^{-t^2 \Phi_\rho'(\rho)/2} t^{2k} dt = \frac{\sqrt{2\pi(2k)!}}{2^k k! \Phi_\rho''(\rho)^{k+1/2}} + O\left(e^{-c_0^2 t^4/\Phi_\rho''(\rho)}\right), \]

and the above error term is admissible in view of the assumption to \( \beta < 1 + \alpha/2 \), we find

\[ (2.2) \]

\[ I = \sqrt{2\pi} F(\rho) \left\{ \frac{1}{\sqrt{\Phi_\rho''(\rho)}} + \sum_{2 \leq k \leq 3H(N + \alpha)/2\alpha} \frac{(2k)! \lambda_{2k}(\rho)}{2^k k! \Phi_\rho''(\rho)^{k+1/2}} + \tilde{O}(\rho^N) \right\}. \]

It is easily checked that the terms in the sum are of lower order than the main term. Expressing \( \rho \), \( \lambda_{2k}(\rho) \), and \( \Phi_\rho^{(j)}(\rho) \) in terms of \( n \) via formulas (4.1), (2.8)—resp. (2.9)—, and
(2.10)—resp. (2.11)—, carrying (4.2) back into (2.2) and employing Lemma 3.1, concludes
the proof of (1.2)—resp. (1.3).

5. EXAMPLES

In this final section, we illustrate the applicability of Theorem 1.1 by describing several
examples, presented in increasing complexity and generality. Example 5.4 generalizes all
previous ones.

5.1. The classical partitions. In this case \( \Lambda = \mathbb{N}^* \). Then \( L(z) = \zeta(z) \) and all hypotheses
of Theorem 1.1 are clearly satisfied. Since \( \zeta(2) = \pi^2/6 \), \( \zeta(0) = -1/2 \), \( \zeta'(0) = -\log(2\pi)/2 \),
and \( \zeta(-1) = -1/12 \), we obtain, with the usual convention of the theory of asymptotic series,

\[ p(n) \sim \frac{e^{\sqrt{2n/3}}}{4n\sqrt{3}} \left\{ 1 + \sum_{k \geq 1} \frac{c_k}{n^{k/2}} \right\}, \]

where \( c_1 = \gamma_{1,0} + \gamma_{0,1} = -\sqrt{2/3}(\pi/48 + 3/2\pi) \).
5.2. \textit{k-th powers}. Let $k$ be a natural number and let $\Lambda = \{n^k : n \in \mathbb{N}^*\}$. The problem of determining asymptotics for partitions in $k$-th powers has a long history. In 1918, Hardy and Ramanujan \cite{5} provided the corresponding formula (1.2) without proof. In 1934, introducing several complicated objects, Wright \cite{12} obtained an asymptotic expansion for the relevant $p(n)$, noted as $p_k(n)$. More recently, appealing to the Hardy-Littlewood circle method, Vaughan \cite{11} obtained an asymptotic expansion when $k = 2$ and Gafni \cite{4} generalized his argument to arbitrary, fixed $k$. Finally, in collaboration with Wu and Li, Tenenbaum obtained (5.2) with the saddle-point method \cite{10}. We refer to the introduction of \cite{10} for a more detailed account on the history of this problem.

As $L(z) = \zeta(kz)$, all hypotheses of Theorem 1.1 are fulfilled with $A = \alpha = 1/k$. We find

\begin{equation}
(5.2) \quad p_k(n) \sim \frac{b_k e^{a_k n^{1/(k+1)}}}{n^{(3k+1)/(2k+2)}} \left\{ 1 + \sum_{h \geq 1} \frac{c_{k,h}}{n^{h/(k+1)}} \right\},
\end{equation}

where

\begin{align*}
\alpha_k &= (k^{-1} \Gamma(1 + k^{-1}) \zeta(1 + k^{-1}))^{k/(k+1)}, \\
\beta_k &= \frac{a_k}{\sqrt{(2\pi)^{k+1}(1 + 1/k)}}, \\
\gamma_k &= (k + 1)\alpha_k.
\end{align*}

Furthermore, when $k \geq 2$, then $c_{k,1} = \gamma_{1,0} = -(11k^2 + 11k + 2)/24kc_k$.

5.3. \textit{k-th powers of arithmetic progressions}. We set here $\Lambda := \{(qn + a)^k : n \in \mathbb{N}\}$, where $k \geq 1$ is natural and $(a, q) = 1$. The problem of finding asymptotics for its partitions, say $p_{a,q,k}(n)$, appears to have been first studied by Berndt, Malik and Zaharescu \cite{1} by means of the circle method. We have

\[ L(z) = \sum_{n \geq 0} (qn + a)^{-kz} = q^{-kz} \zeta(kz, a/q), \]

where $\zeta(kz, a/q)$ denotes the Hurwitz zeta function. It is a classical fact\footnote{See, e.g., \cite[ex. 186]{9}.} that $\zeta(z, t)$ admits for all $t \in (0, 1)$ an analytic extension (with the required bounds to apply Theorem 1.1) to the whole complex plane except for a simple pole at 1 with residue 1. The following specific values for the Hurwitz zeta function are also well-known:

\[ \zeta(0, a/q) = \frac{1}{2} - \frac{a}{q}, \quad \zeta'(0, a/q) = -\frac{1}{2} \log(2\pi) + \log \Gamma(a/q), \quad \zeta(-1, a/q) = -\frac{1}{12} + \frac{a}{2q} - \frac{a^2}{2q^2}. \]

Finally, since $(a, q) = 1$, the arithmetic conditions (a) and (g) are also fulfilled. Therefore, $\Lambda \in \mathcal{D}(1/qk)$ and we may state that

\begin{equation}
(5.3) \quad p_{a,q,k}(n) \sim \frac{b_{a,q,k} e^{a_{a,q,k} n^{1/(k+1)}}}{n^{(3k+1)/(2ak+q)/(2k+1)}} \left\{ 1 + \sum_{h \geq 1} \frac{c_{a,q,k,h}}{n^{h/(k+1)}} \right\},
\end{equation}

where

\begin{align*}
\alpha_{a,q,k} &= \left\{ k^{-1} q^{-1} \Gamma(1 + k^{-1}) \zeta(1 + k^{-1}) \right\}^{k/(k+1)}, \\
\beta_{a,q,k} &= \frac{a_{a,q,k}}{\sqrt{(2\pi)^{k+1} q^k(1 + 1/k)}}, \\
\gamma_{a,q,k} &= (k + 1)\alpha_{a,q,k}.
\end{align*}

Furthermore, when $k \geq 2$, then

\[ c_{a,q,k,1} = \gamma_{1,0} = -\frac{1}{24kc_{a,q,k}} \left\{ \left( \frac{12a^2}{q^2} - 1 \right) k^2 + \left( \frac{12a}{q} - 1 \right) k + 2 \right\}. \]
When \( k = 1 \), we obtain
\[
(5.4) \quad p_{a,q,1}(n) \sim \frac{\Gamma(a/q)}{2^a \pi^{a/2} \Gamma(a/2) \cdot 3^{a/2}} \left\{ 1 + \sum_{h \geq 1} \frac{c_{a,q,1,h}}{n^{h/2}} \right\},
\]
where
\[
\begin{align*}
  c_{a,q,1} &= \gamma_1 + \gamma_0 = -\sqrt{3a} \left\{ \frac{a}{2 \pi q} \left( 1 + \frac{a}{q} \right) + \frac{\pi}{3a} \left( \frac{1}{2^a} - \frac{a}{4q} + \frac{a^2}{4q^2} \right) \right\}.
\end{align*}
\]

5.4. Polynomials. The previous examples may be generalized even further. Let \( f \) be a polynomial with integer coefficients such that \( f(\mathbb{N}) \subseteq \mathbb{N}^* \). For convenience, we impose the restriction that \( f \) is injective on \( \mathbb{N} \); this avoids different \( n \) representing the same part. The question of obtaining asymptotics for the partition function, say \( p_f(n) \), associated to \( \Lambda = \{ f(n) : n \in \mathbb{N} \} \) when \( f \) has non-negative coefficients was raised at the end of the paper [1]. Elaborating on ideas from the circle method, Dunn and Robles [3] established an asymptotic formula for \( p_f(n) \) under certain fairly restrictive hypotheses on \( f \). With our notation, they require, for example when \( f \) is a polynomial of degree \( k \), that the coefficient of \( n^{k-1} \) in the polynomial \( f(n-1) \) should vanish. This has as consequence that their results are not applicable for \( k \)-th powers of arithmetic progressions unless \( a = q = 1 \). They also did not explicitly compute the constants \( b_f \) and \( c_f \) of the formula (5.6) below, but mentioned they are effectively computable. The proof presented here, based on the saddle-point method, appears substantially simpler and provides more general results.

Let \( f(n) = a_0n^k + a_1n^{k-1} + \cdots + a_k \). We first analyze the corresponding function \( L \). Let \( M \) be sufficiently large. For \( \text{Re} \, z > 1/k \), we have
\[
L(z) = \sum_{n \geq 0} f(n)^{-z} = a_k^{-z} + \sum_{1 \leq n \leq M} f(n)^{-z} + a_0^{-z} \sum_{n > M} n^{-kz} \left\{ 1 + G(n) \right\}^{-z}.
\]
where \( G(n) := \sum_{1 \leq j \leq k} a_j / (a_0n^j) \). Expanding \( G(n)^h \) in the inner sum by the multinomial formula and inverting summations we see that the last double sum may be written as an infinite, convergent, linear combination of terms \( \zeta(kz + j) \) where \( j \) is integer.

This provides a meromorphic extension of \( L \) to the complex plane. We observe that \( L \) has a simple pole at \( z = 1/k \) with residue \( A := 1/k a_0^{1/k} \) and potentially admits simple poles at \( z = -r/k \) for natural \( r \), but not at negative integers. It is also readily seen that \( L \) has at most polynomial growth on any right half-plane from which a neighborhood of the poles has been removed. Thus \( \Lambda \in \mathcal{C}(A) \) and (1.2) holds. However \( \Lambda \) does not necessarily belong to \( \mathcal{D}(A) \) and we cannot get (1.3) immediately.

Regarding the analytical nature of \( L(z) \), we observe that the possible presence of additional simple poles does not conceptually alter the strategy employed to prove Theorem 1.1, and the argument given in previous sections may be adapted to obtain the required asymptotic expansion. The only difference is that these poles give rise to additional terms in (2.9) that have to be taken into account. Note that the possible poles of \( L \) do not interfere with those of \( \Gamma \) at integers. Calculations show that these potential extra poles do not alter the expansion (1.3), although they might affect the values \( \gamma_{j,h} \).

In order to maintain the analogy with arithmetic progressions, we let \( f(0) \) also represent a part. This also simplifies the notation in our results. The polynomials representing the previous examples are then \( n + 1, \ (n + 1)^k, \ nq + a \) and \( (qn + a)^k \) respectively.

Even for non-injective polynomials, our formulas would be valid if one considers parts coming from different \( n \) to be different. These would then be colored partitions. For example, for \( f(n) = n(n-2) + 2 \), the part 2 arises with multiplicity 2 due to \( f(0) = f(2) = 2 \).
We conclude the analysis of the function $L$ by calculating $L(0)$ and $L'(0)$. Employing the formula for the analytic continuation of $L$ above, we find

$$L(0) = 1 + M + \zeta(0) - M - \lim_{z \to 0} \frac{a_1}{a_0} \frac{\zeta(kz + 1) = \frac{1}{2} - \frac{a_1}{a_0k}}.$$  

$L'(0)$ can be computed in a similar but slightly more complicated way. Starting from the expression $L'(z) = -\sum_{n \geq 0} \log(f(n))/f(n)^2$, the meromorphic extension of $L'(z)$ may be defined by a formula analogous to (5.5) above. Specializing to $z = 0$ and inserting when needed the formula

$$\sum_{n \geq 1} \left\{ \log \left( 1 - \frac{\alpha}{n} \right) + \frac{\alpha}{n} \right\} = -\log \Gamma(-\alpha) + \gamma \alpha - \log(-\alpha),$$

where $\gamma$ is the Euler-Mascheroni constant and $\alpha \in \mathbb{C} \setminus (-\mathbb{N})$, we obtain\(^7\)

$$L'(0) = -\left( \frac{1}{2} - \frac{a_1}{a_0k} \right) \log a_0 - \frac{1}{2}k \log(2\pi) + \sum_{1 \leq j \leq k} \log \Gamma(-\alpha_j),$$

where $\alpha_j$ are the zeros of $f$. Observe that $\alpha_j$ cannot be natural or zero: otherwise $f(\alpha_j)$ would furnish the part 0, in contradiction with the assumption $f(\mathbb{N}) \subseteq \mathbb{N}^\ast$.

It remains to address the question of the validity of condition (g) in the definition of $\mathcal{D}(A)$. It translates to the existence, for each prime $p$, of integers $n$ such that $f(n) \neq 0 \pmod{p}$. In other words, for each prime factor $p$ of $a_k$, the polynomial $f$ reduced mod $p$ should not divide $n^{p-1} - 1$ (in $\mathbb{F}_p$). Note that $a_k = f(0) \neq 0$. This restriction excludes for example the polynomial $n^2 + n + 2$ corresponding to partitions all parts of which are even. For this polynomial however, one may still use our analysis to find the asymptotics for even $n$, that is $p_f(2n) = p_f(2\cdot n)$. The arithmetic condition for $f/2$ would then be fulfilled: extending the analysis of $L$ to a polynomial with coefficients in $\mathbb{Z}/2$ does not introduce significant difficulties.

In conclusion, for each $f \in \mathbb{Z}[x]$, for which $f(\mathbb{N}) \subseteq \mathbb{N}^\ast$, $f$ is injective on $\mathbb{N}^\ast$ and such that $f$ does not vanish identically mod $p$ for any prime $p$, we have

$$p_f(n) \sim \frac{b_f}{n^{(k+1)/(k+2)}} \left( 1 + \sum_{h \geq 1} \frac{c_{f,h}}{n^{h/(k+1)}} \right),$$

where

$$a_f = \left\{ k^{-1}a_0^{-1/k} \frac{\Gamma(1 + k^{-1})}{\zeta(1 + k^{-1})} \right\}^{k/(k+1)},$$

$$b_f = \frac{a_f^{1/2 + a_0/k}}{2\pi^{(k+1)/2} \sqrt{1 + 1/k}}, \quad c_f = (k + 1)a_f,$$

for a polynomial $f$ of degree $k$, where $a_0$ is the coefficient of the dominant term, $a_1$ that of $n^{k-1}$ and the $\alpha_j$ are the zeros of $f$.

5.5. **Combinations.** Theorem 1.1 may also be applied for combinations of the previous instances. For example, let $\Lambda := (a+q\mathbb{N}) \cup (b+r\mathbb{N})$ and define $c$ by $(a+q\mathbb{N}) \cap (b+r\mathbb{N}) = c + d\mathbb{N}$ with $d := \text{lcm}(q, r)$. If this intersection is empty, e.g. when $q = r$ and $a \neq b$, then the function representing the intersection may be omitted in the formula for $L_{\Lambda}$. Then $L_{\Lambda}(z)$ becomes $L_{a,q}(z) + L_{b,r}(z) - L_{c,d}(z)$, where $L_{u,v}$ denotes the $L$-function corresponding to the arithmetic progression $u + v\mathbb{N}$. The new $L$-function inherits the relevant properties from the old ones. Condition (a) becomes $(a, b, q, r) = 1$. Thus Theorem 1.1 is applicable.

Another example is provided by $\Lambda := k\mathbb{N}^\ast \cup \{a\}$, with $k \geq 2$. Then condition (a) is equivalent to $(a, k) = 1$, while condition (g) is not fulfilled. Letting $p_{k,a}(n)$ denote the

---

\(^7^\text{Strictly speaking mod}2\pi i$, since selecting any particular branch of the logarithm turns out to be irrelevant.\)
present partition function, we have

\begin{equation}
\label{eq:5.7}
p_{k,a}(n) \sim \frac{\sqrt{ke^{\pi \sqrt{2n/3k}}}}{2a\pi \sqrt{2n}}
\end{equation}

One may also devise combinations that result in an \( L \)-function having several poles on the positive real axis. For example, when \( \Lambda \) consists of all \( k \) and \( h \)-th powers, the resulting \( L \)-function can have poles at \( 1/k, 1/h \) and \( 1/\gcd(k,h) \). Although a direct application of Theorem 1.1 is no longer possible, one may still use its proof. As previously mentioned, these poles then have implications for the function \( \Phi \) in (2.8) and (2.9) and one has to take the extra terms into account in the calculations for the rest of the proof. As the poles now lie at the right of 0, the extra poles will now also influence the main term.
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